
JSPS Grant‐in‐Aid for Scientific Research (S)

Central Bank  Communication Design 

working paper 
No.025  (August 2020)

Consumer Inventory and the Cost of Living Index: 
Theory and Some Evidence from Japan 

Kozo Ueda
Kota Watanabe
Tsutomu Watanabe

Research Project on Central Bank Communication
702 Faculty of Economics,  The University of Tokyo, 
7‐3‐1 Hongo, Bunkyo‐ku, Tokyo 113‐0033, Japan 

Tel: +81‐3‐5841‐5595 E‐mail: watlab@e.u‐tokyo.ac.jp 
http://www.centralbank.e.u‐tokyo.ac.jp/en/

Working Papers are a series of manuscripts in their draft form that are shared for 
discussion and comment purposes only. They are not intended for circulation or 

distribution, except as indicated by the author. For that reason, Working Papers may not 
be reproduced or distributed without the expressed consent of the author. 



Consumer Inventory and the Cost of Living Index:

Theory and Some Evidence from Japan

Kozo Ueda∗ Kota Watanabe† Tsutomu Watanabe‡

August 3, 2020

Abstract

This paper examines the implications of consumer inventory for cost-of-living

indices (COLIs) and business cycles. We begin by providing stylized facts about

consumer inventory using scanner data. We then construct a quasi-dynamic model

to describe consumers’ purchase, consumption, and inventory behavior. A key

feature of our model is that inventory is held by household producers, not by

consumers, which enables us to construct a COLI in a static manner even in

an economy with storable goods. Based on this model, we show that stockpil-

ing during temporary sales generates a substantial bias, or so-called chain drift,

in conventional price indices, which are constructed without paying attention to

consumer inventory. However, the chain drift is greatly mitigated in our COLI,

which is based on consumption prices (rather than purchase prices) and quantities

consumed (rather than quantities purchased). We provide empirical evidence sup-

porting these theoretical predictions. We also show empirically that consumers’

inventory behavior tends to depend on labor market conditions and the interest

rate.
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1 Introduction

Storable goods are abundant in the real world (e.g., pasta, toilet rolls, shampoos, and

even vegetables and milk), although most economic models deal with perishable goods

for the sake of simplicity. Goods storability implies that purchases (which are often

observable) do not necessarily equal consumption (which is often unobservable), and

the difference between the two serves as consumer inventory. In particular, temporary

sales and the anticipation of an increase in the value-added tax rate often lead to a

greater increase in purchases than consumption. Moreover, the COVID-19 outbreak in

2020 caused many products, such as pasta and toilet rolls, to disappear from supermar-

ket shelves, which would not have happened if these products were not storable. The

stockpiling behavior by consumers poses challenges for economists, for example in the

construction of price indices. It is well known that the Törnqvist price index provides

a good approximation to the cost-of-living index (COLI) (Diewert, 1976). However, the

Törnqvist price index has a substantial downward bias, or so-called chain drift, when

applied to high-frequency data, which stems from goods storability. This is illustrated in

the left-hand panel of Figure 1, which shows the results when the Törnqvist price index

is applied to Japanese scanner data compiled on a daily basis (details will be explained

later). Specifically, doing so for the past quarter century, the results imply that Japan

experienced annual deflation of 60% and the price level over this period fell to 10−10 of its

value at the start of the period. Furthermore, stockpiling matters for the measurement

of price elasticity (Erdem, Imai, and Keane, 2003; Hendel and Nevo, 2004; Cashin and

Unayama, 2016).

In this study, we investigate how consumers’ stockpiling behavior influences the price

index and the macroeconomy. First, we document stylized facts associated with storable

goods by employing both retailer and home scanner data for Japan. The latter are unique

in that they provide household- and product-level information at a daily frequency on

when households purchase individual products, when they consume them, and when they

have used up all their inventory. We obtain the following stylized facts: (1) chained price

indices entail extremely large biases, with the Paasche and Törnqvist indices having a

downward and the Laspeyres index having an upward bias; (2) there is a considerable

difference in the amount of purchases before, during, and after a sale period; and (3)

consumption increases with inventory.

Second, we construct a simple model of storable goods to reproduce these stylized
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facts, infer consumption from data on purchases, and construct a COLI. The model

incorporates stockpiling behavior in an environment where prices exogenously take either

a high or a low value. The quantity purchased increases during a sale, with part of the

increase in purchases being for future use when the price has increased again. The novel

feature of the model is that it is quasi-dynamic in that it is household producers instead

of consumers that hold inventories and solve a dynamic optimization problem. This helps

simplify the calculation of the COLI, because consumers’ cost minimization problem is

static. This ease of calculation is an advantage over so-called dynamic COLIs, which

are much more complex and difficult to calculate and, in addition, harder to interpret.1

Using the model, we successfully reproduce the three stylized facts mentioned above.

Furthermore, we show that the downward bias in the Törnqvist price index does not

disappear even if the index is constructed using consumption weights (i.e., weights based

on the quantity consumed times the consumption price) instead of purchase weights (i.e.,

weights based on the quantity purchased times the purchase price). As pointed out by

Feenstra and Shapiro (2003) and Ivancic, Diewert, and Fox (2011) among others, the

Törnqvist price index entails a bias, which stems from using quantities purchased rather

than quantities consumed. However, we find that this is not the sole reason. Even

if we appropriately use consumption weights, the downward bias does not disappear

because the path of consumption prices is asymmetric. Specifically, we show that the

consumption price decreases quickly when the purchase price drops at the start of a sale

but then increases again only gradually when the purchase price returns to the regular

price after the sale ends, as a result of consumer inventories. This asymmetric response

of the consumption price and the fact that a temporary price change almost always

consists of a decrease (i.e., a sale) mean that although the Törnqvist price index is a good

approximation of the COLI up to the second order, the third-order approximation error

cannot be eliminated, so that the Törnqvist price index continues to entail a downward

bias even when it is constructed based on consumption weights.

Next, we propose a new method to infer consumption and inventory relying only

on retailer scanner data. The inferred consumption is then used to calculate the COLI

based on consumption weights rather than purchase weights. We show that consumers’

stockpiling behavior can be conveniently summarized by a single variable: the degree of

stockpiling during sales, which captures how long consumers’ inventories will last after

1For example, Ueda (2020) considers two types of dynamic COLIs and shows that they do not satisfy

monotonicity and the time reversal test simultaneously.
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a sale ends. Applying our method to the Japanese retail scanner data, we show that the

chain drift in the Törnqvist price index based on consumption weights is much smaller

than that based on purchase weights and that some chain drift nevertheless remains due

to the asymmetric path of consumption prices that arises from stockpiling. We also show

that in the COLI based on consumption weights the chain drift found in the Törnqvist

price index is considerably mitigated.

Finally, we investigate the macroeconomic implications of goods being storable. We

empirically show that, when hours worked are long, the degree of stockpiling tends

to be small. This implies that longer hours worked decrease shopping time and prevent

consumers from searching for products on sales or shops with sales. We also show that the

degree of stockpiling decreases when the real interest rate increases, which suggests that

the opportunity cost of stockpiling increases with the real interest rate. Such endogenous

responses of consumer inventory to exogenous shocks have non-negligible effects on both

the macroeconomy and prices through changes in the quantity purchased during sales.

Specifically, fluctuations in the quantity purchased would be several percent greater if

households’ stockpiling behavior did not depend on exogenous shocks.

Our study is related to at least four strands of research. The first strand concerns

household inventories of storable goods. Boizot, Robin, and Visser (2001), Griffith et

al. (2009), Hendel and Nevo (2006a), and Kano (2018) empirically document patterns

of household purchases and consumption. Among these studies, those by Boizot, Robin,

and Visser (2001) and Kano (2018) are noteworthy in that they are part of a small group

of studies that, like ours, use household inventory data. In terms of the theoretical ap-

proach, our model is closest to that developed by Hendel and Nevo (2006a). The novelty

of our study is that it focuses on price indices (COLIs) and the macroeconomic implica-

tions. Moreover, to do so, we develop a model that is original in that it is quasi-dynamic

and separates households into consumers in a narrow sense and household producers

that can hold inventories. It should also be noted that, in this strand of literature, con-

sumption is often assumed to be constant (e.g., Boizot, Robin, and Visser, 2001, and

the empirical part of Hendel and Nevo, 2006a), although Hendel and Nevo (2006a) and

Kano (2018) highlight the possibility that consumption may be state dependent.2 Our

approach takes the possibility of state-dependent consumption into account and, having

confirmed that consumption is state-dependent, we use this fact for constructing the

2Also see Hendel and Nevo (2004), Cashin and Unayama (2016), Erdem, Imai, and Keane (2003),

Hendel and Nevo (2006b), and Osborne (2018).
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COLI.

The second strand of literature our study is related to is that on chain drift or the

time aggregation problem in chained price indices. Notable studies in this strand include

Frisch (1936), Reinsdorf (1999), Feenstra and Shapiro (2003), ILO et al. (2004, 2020),

and Ivancic, Diewert, and Fox (2011). In this literature, it has been pointed out that

the chain drift is due to stockpiling (which is sometimes called “quantity bouncing”),

and using a model incorporating storable goods to address this issue is not an entirely

new idea. For instance, Ivancic, Diewert, and Fox (2011) and de Haan and van der

Grient (2011) propose using the GEKS index (originally proposed by Gini, Eltetö, Köves,

and Szulc). This is constructed to satisfy the circularity test, which is one of several

desirable axioms for price indices. A drawback of this approach is that it is not based on

consumers’ optimization problem.3 Moreover, the GEKS index is complex and revised

each time new data become available. Feenstra and Shapiro (2003) construct a simple

model incorporating storable goods and propose using a virtually fixed base price index.4

However, they introduce restrictive assumptions such as that households have perfect

foresight and that households’ expenditure is expressed in a specific functional form that

is independent of inventories. Moreover, in calculating weights for the fixed base price

index, they use a yearly mode price and average sales at that price, although we find

that consumption is not constant, changing with inventories.

Using lower frequency (such as monthly or quarterly) data may help mitigate the

chain drift, because inventories of most products, as shown in our study, last for less

than a month. However, the use of lower frequency data has three shortcomings. First,

as pointed out in many previous studies, the use of lower frequency data alone does

not completely eliminate the chain drift. This can be seen in the right-hand panel of

Figure 1, which shows that the chained price index at a monthly frequency (dt = 30

days) falls at an annual rate of 1%. The figure also shows that the drift becomes almost

negligible only once dt exceeds 150 days. Given that in almost all industrial countries

the consumer price index (CPI) is published on a monthly basis, this suggests that using

a frequency that is sufficiently low to avoid chain drift is not a realistic solution (see

also Ivancic, Diewert, and Fox, 2011). Second, some of the high frequency (e.g., daily)

3See, for example, Zhang, Johansen, and Nygaard (2019) and ILO et al. (2020). Zhang, Johansen,

and Nygaard (2019) show that the GEKS index fails to satisfy four of five axiomatic tests, such as the

identity test.
4See ILO et al. (2004) for details on fixed base and chain indices.
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fluctuations in prices and quantities may be closely related to business cycle fluctuations.

Specifically, as we show later, consumers change their stockpiling behavior depending on

the macroeconomic environment such as hours worked and interest rates. This suggests

that it may not be a good idea to discarding information from high frequency data

in constructing price indices, because this will yield biased price indices where the bias

changes with the business cycle. Third, some goods are short lived or new, and the use of

lower frequency data means that those goods are potentially ignored in the construction

of price indices, which may not be appropriate.

The third strand of literature that our study is related to is that on COLIs. This

literature dates back to Könus (1924), and of more recent contributions, studies to which

ours is most closely related include those by Feenstra and Shapiro (2003), Chevalier and

Kashyap (2019), Reis (2009), Gowrisankaran and Rysman (2012), Wang (2013), Osborne

(2018), and Ueda (2020). The studies by Feenstra and Shapiro (2003) and Chevalier and

Kashyap (2019) propose a proxy for COLIs to deal with sales, in an environment where

consumers’ optimization problem is static. The other studies examine dynamic CO-

LIs, which incorporate intertemporal substitution by households. For example, Osborne

(2018) constructs a model that, like ours, incorporates both storable goods and sales.

He then computes a dynamic COLI by calculating the sequence of taxes on or subsidies

to households such that their period utility is kept constant over time. While Osborne’s

dynamic COLI is indeed a major contribution to the literature, interpreting the short-run

movements of dynamic COLIs is often difficult. Because our model is quasi-dynamic and

consumers’ optimization problem is static, it is much simpler to define, interpret, and

construct the COLI, which we believe is beneficial to practitioners working for national

statistical offices as well as economists.5

Finally, the fourth strand our study is related to is that on macroeconomic implica-

tions of goods storability. Hansman et al. (2020) investigate how sticky prices influence

households’ stockpiling behaviors during disasters or supply disruptions. Cashin and

Unayama (2016) examine the effects of preannounced increase in Japan’s consumption

tax rate on stockpiling to estimate the intertemporal elasticity of substitution. While

these papers use a particular event to study implications of goods storability, we use

5Osborne (2018) finds that the price indices proposed by Feenstra and Shapiro (2003) and Chevalier

and Kashyap (2018) approximate the dynamic COLI. However, his analysis is limited to particular

products (canned tuna and canned soup) for particular periods, so there is a possibility that this finding

is just a coincidence.
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frequently observed events, that is, temporary sales, to examine how consumers’ inven-

tory behavior during sales depend on labor market conditions and the interest rate. In

this respect, our study is also related to the literature on macroeconomic implications

of temporary sales. Such studies include Klenow and Willis (2007), Sudo et al. (2018),

and Kryvtsov and Vincent (2020), which show that business cycles influence firms’ sales

decisions.6

The remainder of our study is organized as follows. Section 2 provides stylized facts

based on two kinds of scanner data for Japan. Section 3 develops a quasi-dynamic model

to incorporate stockpiling behavior. Section 4 extends the model to infer consumption

and consumption prices from retailer scanner data, while Section 5 shows the results on

the COLI and developments in households’ stockpiling behavior. Section 6 concludes.

2 Stylized Facts Based on Japanese Scanner

Data

2.1 Two Kinds of Scanner Data

We use two sets of scanner data for Japan. The first set consists of retailer-side data,

namely, the point-of-sale (POS) scanner data collected by Nikkei Inc. The data include

the number of units sold and the sales amount (price times the number of units sold)

for each product and retailer on a daily basis. The observation period runs from March

1, 1988 to October 31, 2013. Products recorded consist of processed food and daily

necessities, covering 170 of the 588 categories in the CPI and making up about 20 per-

cent of households’ expenditure. See Appendix A as to how we aggregate variables of

interest over days, products, and retailers, and Abe and Tonogi (2010), Sudo, Ueda, and

Watanabe (2014), and Sudo et al. (2018) for a detailed description of the data.

6While there are many reasons to explain the existence of sales, goods storability is regarded as

one of main reasons, as discussed in the survey by Hendel and Nevo (2004), the empirical studies by

Blattberg and Neslin (1989), Neslin and Schneider Stone (1996), and Hendel and Nevo (2003), and the

theoretical studies by Salop and Stiglitz (1982), Hong, McAfee, and Nayyar (2002), and Hendel, Lizzeri,

and Roketskiy (2014). These studies are often conducted from the perspective of firms, and models are

constructed to explain why firms set dispersed prices for the same goods. In contrast, our study focuses

on households rather than firms. It should also be noted that, unlike these other studies, our study

ignores household heterogeneity in order to simplify the analysis and concentrate on the macroeconomic

implications.

7



The other set consists of household-side data, namely, “Shoku-map”7 scanner data

collected by Lifescape Marketing Co. Respondents are mainly housewives, and the data

cover about 400 households in each period (about 4,000 households in total). The data

record the number of units purchased and the date of consumption for each product and

household on a daily basis. Moreover, they record when consumption ends (i.e., when

a product is used up or has gone off, etc.) for each product and household. The data

cover the period from September 1998 to February 2019. Note that products recorded

are food only and there is no information on purchase prices. Another limitation is that

there is no information on how much of a product (e.g., in terms of weight) is consumed

each time it is consumed. The data record both the number of units purchased and

consumed, which is sufficiently useful if products are consumed in discrete units, such as

a cup of instant noodles or a can of beer. However, for products like salt, we do not know

how much a household uses, although we do know the dates when they are used.8 For

example, Figure 2 shows the consumption pattern for salt of a particular household. In

the figure, each vertical line represents a consumption flag. The figure indicates that the

household purchased salt on day t = 19, started using it on day t = 22, and used it up

on day t = 144. The inventory duration thus is 144− 19 + 1 = 126 days. See Appendix

B for the basic statistics of the Shoku-map data.

In both sets of data, all products are identified by the Japanese Article Number (JAN)

code, which enables us to merge the datasets. Further, we classify products into groups

using the 3-digit product categories provided by Nikkei Inc. There are 214 categories in

total, such as instant cup noodles, yogurt, beer, and toothbrushes.

Figure 3 shows the purchase and consumption pattern for the 3-digit product cate-

gories of beer and low-malt beer and a particular household, using the Shoku-map data.

The horizontal axis represents days, while the vertical axis represents the cumulative

number of items purchased. The left and right ends of each horizontal line show the

days when products are purchased and consumed, respectively. This figure shows that

the household purchased more than one bottle of beer (six or a dozen) when it had

consumed its entire inventory, and that beer was consumed almost every day.

Figure 4 shows the density of consumption periods using the Shoku-map data. For

each product and household, we look at three dates: the date of purchase (tp), the date

7“Shoku-map” translates as “food map.”
8If a household uses salt N times a day, the data record N , where N is an integer equal to or greater

than zero.
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a household starts consuming the product (tf ), and the date the household finishes the

product (tl). We then calculate the periods between the various dates.9 Starting with

the period from the date of purchase until the date a product is used up, tl − tp + 1,

the figure shows that about 9% of products are fully consumed on the date of purchase,

while the mean period is 27 days. Meanwhile, the mean period from the date of purchase

to the date a household starts consuming a product, tf − tp + 1, and the mean period it

takes for a household to consume a product once it has started, i.e., tl− tf + 1, are both

17 days.

In the following analyses using the POS data, we identify temporary sales by em-

ploying a sales filter. Specifically, we follow the procedure explained in Nakamura and

Steinsson (2010) using their sales filter A with a window of L = K = J = 42 days.10

Product k is classified as being on sale on date t if and only if its price pkt deviates from

its regular price pkt by more than two yen.

When no sales are recorded for a particular product at a particular retailer on a

particular date, earlier studies usually treated this simply as a missing observation, as

if the product disappeared from shelves at the retailer on the date. However, the POS

data quite often show no sales records for a particular product, retailer, and date after

a sale, suggesting that stockpiling by households during a sale results in zero purchases

after the sale ends. Since this conveys important information on consumer inventory, in

this study, we interpolate missing observations by setting pkt = pkt and xkt = 0 if we have

observations after t (i.e., unless the product permanently exits from the market). That

is, we set the quantity purchased to zero and the price to the regular price on the nearest

past date.11

9We ignore some records because we cannot identify consumption periods in the following two cases.

First, we cannot identify tf if the flag for the initial state of a product is “inventory they already have.”

Second, we cannot identify tl if the flag for the final state of a product takes “gone off,” “given to others,”

“unused,” “a household ceases to answer the survey before the product is used up,” or “unknown.” We

only include products with the flag “used up” in our calculation.
10The window length is chosen following Eichenbaum, Jaimovich, and Rebelo (2011) and Kehoe and

Midrigan (2015). For a detailed examination of the robustness of various filters to identify sales, see

Sudo et al. (2018).
11However, for the right-hand panels of Figures 1 and 5, we do not employ such interpolation.
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2.2 Three Stylized Facts

Using the two datasets, we present three stylized facts that are closely related to goods

storability.

Fact 1. When weights are based on purchases, changes in price indices are

characterized by the following inequality: πP < πT < 0 < πL.

Let us denote the price and the quantity of product k in period t by pkt and xkt . Changes

in chained price indices from t− dt to t, πXt (X = L, P, T ), are defined by

πLt =
∑

k∈Kt−dt∩Kt

W k
t−dt(Kt−dt ∩Kt)log

(
pkt
pkt−dt

)
, (1)

πPt =
∑

k∈Kt−dt∩Kt

W k
t (Kt−dt ∩Kt)log

(
pkt
pkt−dt

)
, (2)

πTt =
∑

k∈Kt−dt∩Kt

W k
t−dt(Kt−dt ∩Kt) +W k

t (Kt−dt ∩Kt)

2
log

(
pkt
pkt−dt

)
, (3)

based on the Laspeyres, Paasche, and Törnqvist approach, respectively.12 The weight

share W k
t (Kt−dt ∩Kt) equals pkt x

k
t /
∑

k′∈Kt−dt∩Kt p
k′
t x

k′
t , where k∈Kt−dt ∩Kt represents a

domain of products that exist both in t−dt and t (such a common set is called a matched

sample). When dt = 1, we can construct the chained price indices using the cumulative

sum of the past price changes: PX
t = exp

(∑t
s=1 π

X
s

)
for X = L, P, T.

It should be noted that the choices of pkt and xkt play a very important role. For the

time being, we use conventional pkt and xkt that are observable from the POS data. That

is, pkt and xkt represent the purchase price and quantity purchased, respectively. Later,

we try to infer the consumption-based price rkt and consumption ckt .

Using the POS data, we calculate the time series of the price level (PX
t ), normalizing

the initial price level to one. The results are striking. The left-hand panel of Figure 1

shows that the price level increases by almost 1072 over our 25-year observation period

when based on the Laspeyres index, while it decreases to almost 10−90 when based on the

Paasche index. The price decline is milder but nevertheless remains large when based on

the Törnqvist index. The price level still decreases to almost 10−10. Thus, the following

inequality holds: πP < πT < 0 < πL, indicating that the Paasche and Törnqvist indices

have a downward bias and the Laspeyres index has an upward bias.

12There are various types of Laspeyres and Paasche indices. Here, we use the logarithmic Laspeyres

and logarithmic Paasche indices.
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Next, the right-hand panel shows the average price change over the observation period

based on the Törnqvist index, where we employ different time intervals dt from 1 day to

365 days. The average deflation rate is about 60% annually if dt = 1. This downward

bias becomes smaller as dt increases. When dt = 30, the average annual deflation rate

decreases to about 1%. However, this size of deflation is still not negligible. When

dt = 365, prices are compared with the same day a year earlier. Although the average

annual inflation rate continues to be negative, it is only about −0.3%. As Figure 5 shows,

the time-series developments in the Törnqvist index are very similar to those in the CPI

for groceries, i.e., the CPI for the same product category as the POS data.

The large upward and downward biases in the different indices arise from quantity

bouncing or stockpiling. To see this, let us consider the simple case of sales shown in

Table 1.13 There are three periods: t = 1, 2, and 3, and two products: A and B. In

period t = 2, the price of product A drops temporarily (due to a sale). Under these

circumstances, and if the elasticity of substitutions is greater than one, the share of

product A in households’ total purchases will be greater in period t = 2 than that in

period t = 1 (W1 < W2). Furthermore, because households stockpile, the share of product

A in households’ total purchases in period t = 3 should be smaller than that in period

t = 1 (W3 < W1). That is, households have sufficient inventory on the day after a sale,

so that they do not need to purchase as much of the product as before the sale. Thus,

it can be immediately seen that πP < πT < 0 < πL from equations (1) to (3).14

Fact 2. The quantity purchased just before a sale tends to be greater than

that purchased just after a sale. The quantity purchased during the first half

of the sale tends to be greater than that purchased during the second half of

the sale.

We examine whether the hypothetical pattern shown in Table 1 can be observed in

practice using the POS data. To do this, we collect the following variables for each

13A similar argument was made, for example, by Haan and van der Grient (2011).
14In the extreme case, product A is not purchased at all in period t = 3, that is, W3 = 0. This causes

the missing observation problem. If we do not interpolate the price and quantity in t = 3, for example,

by setting pAt=3 = pA and xAt=3 = 0, the price increase is fully neglected from t = 2 to 3 because product

A is not in the matched sample (k∈Kt=2 ∩Kt=3) and, therefore, is excluded from the calculation of the

changes in chained price indices in equations (1) to (3). Therefore, without interpolation, the downward

bias of the Törnqvist price increases further.
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product k and sales event s: T denotes the number of days a product is on sale, PH

and X1
H denote the price and the quantity purchased just before a sale (say, in period

t), respectively, P 1
L and X1

L denote the average price and quantity purchased during the

first half of the sale, respectively (i.e., from t+1 to t+bT/2c−1), P 2
L and X2

L denote the

average price and quantity purchased during the second half of the sale, respectively (i.e.,

from t+ bT/2c to t+ T ), and PH and X2
H denote the price and the quantity purchased

just after the sale, respectively (period t+ T + 1).15

Comparison of the quantity purchased just before a sale and just after a sale

We estimate the following equation to compare the quantity purchased just before a sale

and just after a sale:

log(X2
H,ks/X

1
H,ks) = c+ ωWeekendDaysks + εks. (4)

To be precise, we add 0.1 to both X2
H,ks and X1

H,ks on the left-hand side of the equation,

because especially after a sale the quantity purchased may be zero. Since the quantity

purchased tends to increase on weekends, we control for this effect by including the

variable WeekendDaysks, which is defined as (WE2
ks −WE1

ks)/(WE1
ks +WE2

ks), where

WE1
ks and WE2

ks represent the number of weekend days in the first and the second half

of the sale, respectively. If both WE1
ks and WE2

ks are zero, we set WeekendDaysks to

zero. This variable indicates the ratio of weekend days in the second half of the sale to

the first half of the sale.

We expect the intercept c to be negative, indicating that the quantity purchased

just after a sale is smaller than that just before a sale, although the price, at PH , is

identical. The first column of Table 2 shows that c is indeed significantly negative. On

the other hand, the coefficient on WeekendDaysks is significantly positive, showing that

the quantity purchased is larger on weekends than on weekdays.

Since there exists large heterogeneity across product categories, we estimate the above

equation for each product category j, where j represents the product category to which

product k belongs. This allows the coefficients c and ω to have different values for

different j, that is, we estimate cj and ωj. The left-hand panel of Figure 6 shows the

distribution of the t-statistic for coefficient cj. The vertical axis represents the number

of categories for which the the t-statistic is smaller than t∗, while the horizontal axis

15A sales event is identified when the price after a sale returns to within 2 yen of the price before the

sale.
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represents t∗. For the majority of the 214 categories in total, the t-statistic for cj is

smaller than −1.96, which confirms that the quantity purchased just after a sale is

smaller than that just before a sale.

Further, to examine whether a longer sales duration and larger sales discount leads to

a larger decrease in the quantity purchased after a sale, we add fixed effects16 and check

whether α and β are negative and positive, respectively, by estimating the following

equation:

log(X2
H,ks/X

1
H,ks) = cj+ωWeekendDaysks+αlog(Tks)+βlog((P 1

L,ks+P
2
L,ks)/(2PH,ks))+εks.

The second column of the table shows that α is indeed significantly negative and β

significantly positive.

Comparison of the quantity purchased during the first and the second half of

a sale Next, we estimate the following equations to compare the quantity purchased

during the first half and the second half of a sale:

log(X2
L,ks/X

1
L,ks) = c+ ωWeekendDaysks + εks. (5)

If intercept c is negative, this suggests that the quantity purchased in the second half

of a sale is smaller than that in the first half a sale. Because prices are not necessarily

constant during a sale, we compare the quantity purchased during a sale only when P 1
L,ks

and P 2
L,ks differ by less than one yen.

The third column of Table 2 shows that c is significantly negative, while the coefficient

on WeekendDaysks is significantly positive. Thus, in aggregate, the quantity purchased

tends to be larger at the beginning of a sale than at the end.

However, this pattern does not appear to be robust. The right-hand panel of Figure

6 shows the results when estimating the above equation at the product category level.

It shows that for less than one third of categories coefficient cj is significantly negative.

On the other hand, for another third of categories, coefficient cj is significantly positive.

The reason for the difference between aggregate and product category levels seems to be

that categories with a negative cj tend to be on sale more frequently and the |cj| tends to

be larger than in the case of categories with a positive cj. It may also be worth pointing

out that many daily necessities categories exhibit a positive cj, whereas many processed

food categories exhibit a negative cj.

16It should be noted that as a result c no longer has a meaningful interpretation.
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The last two columns of Table 2 show further estimation results. Here, we do not limit

the sample to observations for which |P 1
L,ks − P 2

L,ks| < 1 yen. This enables us to include

the log price difference during the first and the second half of a sale, log(P 2
L,ks/P

1
L,ks),

in the explanatory variables, because it can take widely different values. To ensure that

the intercept c can still be interpreted, we subtract the mean across all products and

sales events from log(P 2
L,ks/P

1
L,ks) for product k and sales event s. The fourth column

of the table shows that c is significantly positive. The coefficient on log(P 2
L,ks/P

1
L,ks)

is significantly negative, which is consistent with a standard demand response to price

changes.

The last column of the table shows the estimation results obtained when the cate-

gory fixed effect and log(Tks) are included in the explanatory variables in addition to

log(P 2
L,ks/P

1
L,ks). While the coefficient on log(P 2

L,ks/P
1
L,ks) is hardly changed, the coeffi-

cient on log(Tks) is negative, suggesting that the quantity purchased in the second half of

a sale tends to decrease relative to that in the first half of the sale as the sales duration

lengthens.

Fact 3. Consumption tends to decrease as household inventories decrease.

While earlier studies on household inventories often assume that consumption is con-

stant, Hendel and Nevo (2006a) and Kano (2018) highlight that consumption is state

dependent. To examine whether consumption is indeed state dependent, we investigate

whether consumption decreases until the next purchase as inventories decrease, using

the Shoku-map data. Suppose that household i uses product k on date tl ∈ t1, t2, · · · ,
tnikt and t represents the purchase date. If the household uses product k twice on date

tl0 , we record tl0 twice. Thus, nikt represents the number of times product k is used.

We define the inventory on date t
′

(t ≤ t
′ ≤ tnikt) as λikt′ = nikt − n∗, where n∗ is the

maximum integer n that satisfies tn < t
′
. Note that λikt′ is an integer between 0 and

nikt. For example, λikt′ = nikt for t ≤ t
′ ≤ t1. We further define the sum of inventory Λijt

for household i in product category j at the beginning of date t as

Λijt =
∑
k∈j

λikt. (6)

We then estimate the following linear probability model when Λijt > 0:

yijt = ci + dj + αΛijt + εijt, (7)
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where yijt is a binary variable for consumption and takes a value of one if household i

uses products in product category j on date t and zero otherwise. As an alternative, we

also use yijt defined as the sum of the times that products in product category j are used

by household i on date t.

As Table 3 shows, the coefficient on inventories is significantly positive, regardless of

which dependent variable is used. This indicates that consumption is state dependent

and decreases as inventories decrease. For the estimation presented in the table, we did

not use instrumental variables but employed ordinary least squares (OLS). This means

that the estimates are biased if, for example, Cor(εijt, εijt−1) > 0, that is, if high con-

sumption demand at time t − 1 not only decreases inventories Λijt at time t but also

increases consumption at time t. If such endogeneity exists, the coefficient on inventories

is underestimated when using OLS. Thus, the fact that we obtained a significantly pos-

itive estimate using OLS indicates that the state dependency of consumption continues

to hold or is stronger than our estimates suggest.

Our result holds even when we repeat the estimation at the category level. Specifi-

cally, we estimate the above equation for each category allowing for variations in α across

different categories j. Figure 7 shows the distribution of the t-statistic for coefficient αj.

The vertical axis indicates the number of categories for which the t-statistic is larger

than t∗, while the horizontal axis represents t∗. In 144 out of the 157 categories, the

t-statistic for αj is larger than 1.96 when the dependent variable is a binary variable

for consumption. The number of categories is 146 when the dependent variable is the

number of times products are used.

3 Quasi-Dynamic Model

3.1 Setup

In this section, we construct a simple partial-equilibrium model to explain the stylized

facts described in the previous section, to infer inventories and consumption, and to

construct the COLI. We assume that product k∈Kt is storable and, for simplicity, that

it does not depreciate. Time t is a discrete day.

The novelty of our model is that we assume that households comprise consumers and

household producers and distinguish between the two. That is, household producers are

a special type of household member that has technology to hold inventories, although
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there is a cost associated. The household producer provides inventory services consisting

of purchasing storable goods from manufacturers (the quantity purchased denoted by

xkt ), holding inventory (denoted by ikt ), and selling the goods to consumers (the quantity

sold denoted by ykt ). Market entry is free, so that the expected firm value is zero. In this

respect, there is no loss of consumer surplus. On the other hand, consumers in a narrow

sense cannot hold inventory: their purchases always equal their consumption, ckt . They

purchase goods from household producers and/or manufacturers at the consumption

price rkt .

This framework enables us to solve the COLI in a conventional static manner. All

we need to know is two variables: ckt and rkt . We do not need to use a complex dynamic

COLI. Although the economy is hypothetical, many key properties continue to hold. For

example, the three stylized facts can be explained not only by a dynamic model like the

one used by Hendel and Nevo (2006a) but also by our quasi-dynamic model. On the

other hand, it would be difficult to explain the three stylized facts using a completely

static model ignoring storability.

We consider the optimization problems of household producers and consumers. The

price of storable goods, pkt , can take one of two different values, a high (regular) value

and a low (sales) value, which are determined stochastically and exogenously.

Consumers

There are a unit mass of consumers. Consumers’ cost minimization problem is given by

minckt

{ ∑
k∈Kt r

k
t c
k
t + λt

{
U −

[∑
k∈Kt b

k
t

(
ckt
)σ−1

σ

] σ
σ−1

} }
, (8)

where U is the target utility, σ(> 0) denotes the elasticity of substitution, and bkt = bk+εkt

is a taste or quality parameter for product k in period t with time-varying fluctuations

of εkt .
17 We extensively use the following relation with respect to the optimal quantity

purchased:

ckt =

(
rkt /b

k
t

rkt′/b
k
t′

)−σ
ckt′ . (9)

17There is no consumer heterogeneity in the model. Many previous studies, such as Boizot, Robin,

and Visser (2001) and Hendel and Nevo (2004, 2006a), investigate the frequency of purchases conditional

on past purchase behavior. To obtain quantitatively plausible values for this, we need household het-

erogeneity, because otherwise the frequency of purchases would be either zero or one. In our study, we

ignore consumer heterogeneity to focus on macroeconomic implications rather than individual behavior.
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Household producers

Household producers maximize their “firm” value:

V (it−1, pt) = Et

 ∞∑
j=0

βj

 ∑
k∈Kt+j

(
rkt+jy

k
t+j − pkt+jxkt+j − C(ikt+j)

)
 , (10)

subject to the cost of inventory, C(0) > 0, C(i)′ > 0, C(i)′′ ≥ 0, and the evolution of

inventory:

ikt = ikt−1 − ykt + xkt . (11)

Household producers sell amount ykt of product k to consumers at consumption price rkt .

Furthermore, purchases and inventories must be nonnegative:

xkt , i
k
t ≥ 0. (12)

The first-order conditions with respect to xkt and ikt are

0 =rkt − pkt + ψkt , (13)

C ′(ikt ) =βEt[r
k
t+1]− rkt + µkt , (14)

where ψkt and µkt represent the Lagrange multipliers with respect to xkt and ikt , respec-

tively. Note that ψkt is strictly positive when xkt is zero, and zero when xkt is positive.

Likewise, µkt is strictly positive when ikt is zero, and zero when ikt is positive.

The free entry condition leads to a nonpositive value for an entering household pro-

ducer with zero inventory holdings:

V (it−1 = 0, pt) ≤ 0. (15)

Prices

The prices of storable goods follow a Markov process. They take one of the following

two values: PH when there is no sale and PL (PH > PL) during a sale. Moreover:

Prob(PL|PH) = q

Prob(PL|PL) = q. (16)
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Market clearing

Goods market clearing is given by

∫ Nt

0

ykt,jdj +

∫ Mt

0

zkt,jdj =

∫ 1

0

ckt,jdj, (17)

where zkt,j represents the direct supply of storable product k by manufacturers to con-

sumers. Household consumption ct equals consumers’ purchases from household produc-

ers, yt, and manufacturers, zt. In the market, there are a unit mass of consumers, Nt

represents household producers, and Mt represents manufacturers.

Note that the household producers we consider in the model are still part of the

households, although we separate them to simplify our analysis. Thus, the quantity

purchased that is recorded in the POS data, Xt, should equal the sum of the quantity

purchased by household producers
∫ Nt

0
xkt,jdj and the quantity purchased directly by

consumers
∫ Nt

0
zkt,jdj. Clearly, this is not equal to aggregate consumption

∫ 1

0
ckt,jdj.

The COLI

As highlighted, consumers’ optimization problem is static, so our COLI is identical to the

conventional COLI. Consumers’ cost minimization problem subject to constant utility

yields the following equation for the optimal quantity consumed:

ckt =
(
rkt /b

k
t

)−σ
λσt U. (18)

The unit cost function, λt = C(rt) for U = 1, is given by

C(rt) =
∑
k∈Kt

rkt c
k
t =

[∑
k∈Kt

(
bkt
)σ (

rkt
)1−σ

]1/(1−σ)

. (19)

Although bkt is unobservable, equation (9) tells us that we need to know only two variables

for each period, the consumption price rkt and the consumption share rkt c
k
t , to calculate

the change in the COLI between period t and period t′, C(rt)/C(rt′).
18

3.2 Equilibrium Properties

We discuss the equilibrium properties of the model in relation to the aforementioned

stylized facts. In the following discussion, we omit the superscript for product k for

18Given that household producers form part of households, it would clearly be desirable to incorporate

the effect of changes in their “firm” value on consumers’ utility and the COLI. However, this effect likely

is small, because the free entry condition means that the firm value is close to zero.
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simplicity. Further, we denote aggregate inventories at the end of period t − 1, by

It−1 ≡
∫ Nt

0
it−1,jdj.

The first lemma states the property of the consumption price, the price at which

consumers make their purchase, rt. Unless household producers hold excessive inventories

due to an unexpected shock, rt equals PL when pt equals PL (sales price). That is,

consumers purchase goods directly from manufacturers at rt = PL. When pt = PH

(regular price), consumers may purchase goods from household producers at a price

below PH . Price rt is lower the larger inventories It−1 are.

Lemma 1 Consumption price rt satisfies 0 < rt ≤ PH . Suppose there is no large unex-

pected shock to bt. Then rt satisfies PL ≤ rt ≤ PH . When pt = PL, rt = PL. Furthermore,

rt = r(It−1, pt, bt) is nondecreasing in pt and bt and nonincreasing in It−1.

The proofs of this and the lemmas that follow are provided in Appendix C. The next

lemma states the stockpiling behavior of household producers. Only when pt = PL do

household producers purchase goods and hold inventories with the aim of selling the

goods at a higher price after the sale has ended.

Lemma 2 Suppose there is no large unexpected shock to bt. If pt = PH , household

producers do not purchase goods, that is, xt = 0. If pt = PL, household producers purchase

goods and hold inventories. Inventories are independent of it−1, It−1, and bt.

The left-hand panel of Figure 8 illustrates the pattern of price and quantity changes

during a sales event when inventories are held just for one period. The top and bottom

panels show prices and quantities, respectively. The sales event takes place in periods

t = 2 and 3, when the price is lower than during other periods. The bottom panel shows

that, in period t = 2, quantities purchased by household producers and consumers, Xt,

represented by the solid dot, increase. The reason is not only that households consume

more but also that they stockpile. Thus, Xt is higher than consumption, ct, represented

by the circle, with the difference representing stockpiling. In period t = 3, Xt coincides

with ct, since there is no additional need for stockpiling. Then, in period t = 4 when

the sale ends, household producers sell their inventories to consumers. The consumption

price rt, at which the household producers and consumers transact, lies between PL and

PH . Since consumption decreases with the consumption price, its level in period t = 4

is lower than in periods t = 2 and 3 but higher than in periods t = 1 and 5. At the

beginning of t = 5, household producers hold no inventories, so consumers purchase

goods at price PH and consume less.
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Stylized Fact 2

The following lemma explains Stylized Fact 2.

Lemma 3 Suppose there is no shock, i.e., bt = b. Then the quantity purchased by house-

hold producers and consumers just before a sale is greater than or equal to that just after

a sale.

The quantity purchased by household producers and consumers on the first day of a

sale is greater than or equal to that on the final day of a sale.

The following remark is in order. In the previous section, we found that the latter part

of Stylized Fact 2 is not necessarily robust; that is, we found that, for many product

categories, the quantity purchased during the first half of a sale is smaller than that

purchased during the second half of a sale. Whether the quantity purchased during the

first half of a sale is smaller than that purchased during the second half of a sale or not

depends on whether prices are stochastic. In the above model, prices are stochastic, and

neither household producers nor consumers can accurately predict future prices. This is

why household producers hold inventories at the end of the first day of a sale. Suppose

instead that the duration of a sale is known ex ante. In this case, there is no incentive for

household producers to stockpile except for the final day of the sale. Thus, the quantity

purchased by household producers and consumers on the first day of a sale should be

smaller than or equal to that on the final day of a sale.

Stylized Fact 3

Consumption ct is clearly state dependent; specifically, it depends on consumption price

rt.

Lemma 4 Suppose there is no shock, i.e., bt = b. Then ct decreases in rt. After a sale

ends, rt and ct are nondecreasing and nonincreasing over time, respectively, until the

next sale begins.

Stylized Fact 1

Our model succeeds in explaining the chain drift. We denote the change in the Törnqvist

price index based on consumption weights by πT∗t . Moreover, we introduce the degree

of stockpiling m(≥ 0), which indicates how many days’ worth of inventories remain in
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the hands of household producers. If m = 0, no stockpiling occurs during a sale and

hence no chain drift due to sales arises. Therefore, what we are interested in is the case

where m > 0. In the next section, we will specify how m is determined. In Appendix

C, we discuss how equilibrium is determined in the special case of m = 1, that is, when

inventories are cleared in just one period after a sale.

Lemma 5 Consider one sales event for product k such that pt = pt+T+1 = PH and

pt+j = PL for j = 1, · · · , T (T ≥ 1). Suppose that the prices and quantities of other

goods remain unchanged;
∑

k′∈K0∩Kt p
k′
t x

k′
t = 1; the price before and after the sale is PH

for a sufficiently long duration (i.e., pt−j = pt+T+1+j = PH for j = 0, 1, · · · , TH , where

TH is sufficiently large compared with m); and bkt = bk.

If σ > (<)1 and m > 0, the change in the price index from t to t+T +1+TH satisfies

πCOLI = 0; πL > (<)0; πP < (>)0; πT < 0; and πT∗ < (>)0.

If σ = 1 or m = 0, then πCOLI = πL = πP = πT∗ = 0 and πT < 0.

If σ > 1, πP < πT < 0 < πL. If σ > 1 and m = 1, πT < πT∗ < 0.

It is well known that the Törnqvist index is a good approximation of the COLI up

to the second order (Diewert, 1976). While the purchase-based Törnqvist index clearly

performs poorly when goods are storable, the above lemma also suggests that using

consumption weights does not eliminate the chain drift from the Törnqvist index (i.e.,

πT∗ < 0 if σ > 1).

The reason is the systematic asymmetry due to the non-negative constraints on inven-

tories and purchases (equation (12)). As Figure 8 shows, the response of the consumption

price to an increase and a decrease in the posted price is asymmetric. While a decrease in

the posted price causes an instantaneous decrease in the consumption price, the response

of the consumption price to an increase in the posted price is gradual. Such asymmetry

is not a coincidence but a natural outcome of the non-negative constraints on invento-

ries and purchases. Thus, the value of the Törnqvist index after a sale always deviates

from the value before a sale if σ > 1. In other words, while the Törnqvist index is a

good approximation of the COLI up to the second order, the third-order error cannot

be cancelled out by the decrease and the subsequent same-sized increase in the posted

price.

To resolve the chain drift and derive a better approximation of the COLI, we need a

superlative index that takes the elasticity of substitution σ into account. One candidate
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is the order r superlative index, where we define Pr as

Pr(r0, r1, c0, c1) =

{∑
k∈K0∩K1

sk0

(
rk1
rk0

)(1−σ)
}1/{2(1−σ)}

{∑
k∈K0∩K1

sk1

(
rk0
rk1

)(1−σ)
}1/{2(1−σ)} , (20)

where skt represents the consumption share of product k in period t.

The following lemma shows that Pr serves as a COLI if the unit cost function is

expressed as

C(rt) =

[ ∑
i∈K0∩K1

∑
k∈K0∩K1

αik
(
rit
)(1−σ) (

rkt
)(1−σ)

]1/{2(1−σ)}

(21)

where αik = αki. This cost function is based on a more generalized form of utility than

that given by equation (8).19

Lemma 6 Given the unit cost function of (21), Pr equals C(r1)/C(r0).

4 Inference of Consumption and Consump-

tion Prices and Calculation of the COLI

4.1 Our Approach

The previous section showed that our model can explain the stylized facts. However,

many important variables such as consumption, inventories, and the consumption price

remain unobservable, although we can observe the quantity purchased and posted price

using retailer-side POS scanner data. From a practical perspective, consumption and

the consumption price are essential for constructing the COLI. For macroeconomists, it

is of great interest to see whether any changes in stockpiling behavior can be observed

over time and, if so, what the determinants are. Therefore, in this section, we propose

a simple and tractable methodology to infer these variables using retailer-side scanner

data.

Some of the previous studies on households’ inventory behavior, including Erdem,

Imai, and Keane (2003) and Hendel and Nevo (2006b), structurally estimate the pa-

rameters associated with inventory cost functions, which would be helpful in identifying

19Another index that can serve as a COLI is the Lloyd–Moulton Index. See ILO et al. (2004).
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the paths of consumption, inventories, and consumption prices. These studies employ

household-side scanner data, where the quantities and prices of the goods purchased

by individual households are recorded, to conduct their empirical exercises. One of the

datasets we employ in the present study, the Shoku-map data, is similar to the datasets

they use, and it contains information on purchases and consumption at the household

level. However, it lacks information on purchase prices, making it difficult for us to take

an approach similar to theirs. More importantly, few practitioners at national statistical

offices have access to household-side scanner data, so that an approach for construct-

ing a COLI based on consumption and consumption prices that requires household-side

scanner data would not be very useful for them. Furthermore, the empirical exercises

conducted in the previous studies focus on a particular product (e.g., ketchup in Erdem,

Imai, and Keane (2003) and detergent in Hendel and Nevo (2006b)) to estimate the pa-

rameters associated with the inventory cost function. The task we have set ourselves in

this study is quite different, in that we seek to estimate a COLI which covers numerous

products that are heterogeneous in terms of their storability and the form of their inven-

tory cost function. However, reliably estimating inventory cost functions for all products

likely is next to impossible, so that we use a different approach.

Specifically, we employ retailer-side scanner data rather than household-side scanner

data to construct a COLI. Retailer-side scanner data, which record transactions at the

store level rather than at the household level, are widely used by national statistical

offices in an attempt to construct COLIs using alternative data sources (see, for exam-

ple, chapter 10 of ILO et al., 2020). Because it is almost impossible to obtain reliable

estimates for the inventory cost functions of all products, we introduce an assumption

about the path of consumption prices after a sale ends; that is, we assume that the

increase in consumption prices after a sale ends is linear with time. This assumption

allows us to estimate consumption, consumption prices, and inventories from retailer-

side scanner data and, as explained later, is consistent with the model developed in the

previous section. Note that previous studies on household inventories often assume that

consumption is constant over time (e.g., Boizot, Robin, and Visser, 2001 and the empir-

ical part of Hendel and Nevo, 2006a). The assumption of constant consumption allows

us to infer consumption, consumptions prices, and inventories, but this is not consistent

with the fact we showed in Section 2, that is, people consume more when they have more

inventories. In contrast, our assumption that consumption prices increase linearly with

time after a sale ends is consistent with state-dependent consumption.
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4.1.1 Methodology

We assume that there are no changes in demand (taste or quality) for each product,

i.e., bt = b. Thus, the consumption price at pt = PL equals PL. The key variable is the

consumption price at pt = PH after a sale ends, that is, rH(It−1) ≡ r(It−1, PH), where

rH(0) = PH . Knowing this variable enables us to obtain consumption ct after a sale

using equation (9).

When pt = PH , household producers’ optimization problem is given by

C ′(iH ; It−1) = β {(1− q)rH(It) + qPL} − rH(It−1) + µt (22)

from equation (14). This equation shows that household producers strike a balance

between the benefits of a future consumption-price increase (the right-hand side) and the

costs of holding inventories (the left-hand side). Note that µt is the Lagrange multiplier

associated with it and equals zero if it > 0.

We note that when inventory cost function C(·) is written in a certain form (see

Appendix D), rH(It)− rH(It−1) becomes a positive constant. In other words, the expec-

tation of a linear consumption-price increase prevents household producers from selling

all of their inventories instantaneously or from selling none at all. Household producers

gradually sell off their inventories to consumers.

In the following analysis, we assume this linearity holds.20 While this admittedly is

a restrictive assumption, it can be interpreted as an intermediate of the following two

scenarios. The first is when C ′′ → 0. In this scenario, rH(It) − rH(It−1) increases in t.

Put differently, if inventory costs are not convex, household producers require a greater

consumption-price increase as time goes by, because they discount the future (β < 1)

and expect another sale to come at some point (q > 0). As for the second scenario,

suppose β = 1 and q = 0. Then rH(It) − rH(It−1) decreases in t. The cost of holding

inventories decreases as household producers’ inventories decrease because of C ′′ > 0,

which makes household producers require a smaller consumption-price increase as time

goes by.

The benefit of this linearity assumption is that it greatly simplifies our analysis.

Given the path of rH(It−1), we compute consumption ct as (rH(It−1)/PL)−σ c∗L, where

c∗L represents consumption during a sale, which we specify below. Furthermore, we

can calculate the degree of stockpiling, m. More precisely, we define m to denote how

20In Section 4.4.3, we try different approaches to infer consumption and the consumption price.
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long inventories last after a sale ends. In continuous time, we can derive the following

equation:

mcont =
PH − PL
PL

σ − 1

1− (PH/PL)−σ+1

IL
c∗L
. (23)

The proof is provided in Appendix D. Simply put, the equation can be derived because

cumulative consumption for mcont periods equals the initial inventories outstanding just

after a sale ends, IL, and the consumption price linearly increases from PL to PH in mcont

periods. The right-hand panel of Figure 8 illustrates the pattern of price and quantity

changes in the case of m = 5. The consumption price, depicted by the circles in the top

panel, increases at a constant rate from t = 3 to 8. The bottom panel shows that while

the quantity purchased falls to zero from t = 4 to 7, consumption does not fall to zero,

but decreases gradually.

In Appendix D, we provide a detailed explanation of how we calculate rH(It−1) and m

as well as c∗L and IL for each sales event s of product k and retailer r. Briefly put, c∗L is the

lower value of the quantity purchased (observable in the POS data) during a sale. Note

that, according to the model, consumption during a sale is equal to purchases except

for the first day of the sale, since there is no need for further stockpiling. Inventories IL

equal the cumulative amount of purchases during a sale minus the cumulative amount

of consumption, Tc∗L, in the same period.

4.1.2 The Elasticity of Substitution

This approach is also useful for obtaining the value of the elasticity of substitution, σ.21

Note that the estimate of the elasticity of substitution is biased unless we properly take

account of stockpiling. Even if there is a clear negative relationship between observable

purchases and posted prices, this does not necessarily indicate the elasticity of substi-

tution. As argued by Hendel and Nevo (2004), price reductions influence the quantity

purchased not only via the consumption effect (consumption is price sensitive) but also

via the stockpiling effect (i.e., consumers stockpile for future consumption). Owing to

the latter effect, which is often larger than the former, the elasticity of substitution is

likely to be overestimated when we ignore stockpiling.

Our approach makes it possible to obtain the value of σ. For each 3-digit product

21The elasticity we measure in this study represents the short-run own price elasticity as opposed to

the long-run elasticity, which ignores stockpiling, and the cross-price elasticity, which compares different

products.
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category, for each sales event of product k and retailer r, we collect the records of

the log ratio of the quantity consumed during a sale to the quantity consumed when the

product is sold at the regular price divided by the log ratio of the sale price to the regular

price, that is, Γ ≡ −log (cL/cH) /log (rL/rH). Equation (9) suggests that Γ equals σ on

average.22 We calculate the unweighted average of Γ across sales events, products, and

retailers for each 3-digit product category, which we define as σ.

4.2 Simulation Results

We employ numerical simulations to show the paths of the consumption price, consump-

tion, and purchases by generating randomized price paths. Instead of specifying the

form of the cost of inventories C(i), we specify m and calculate other variables such as

inventories, consumption, and the consumption price so that they are consistent with

this specification. The probability of sales is governed by q = 0.03 and q = 0.50 and

their size is given by PL/PH = 0.9. These values are chosen so that they are consistent

with our POS data. The degree of stockpiling m and the elasticity of substitution σ are

not directly observable in our data, but the above approach enables us to infer them.

For the simulation, we set them at 5 and 4, respectively. We generate randomized price

paths for a period of T = 405 days and discard observations for the first and last 20 days

to calculate changes in the price indices over 365 days. The number of storable goods is

100 (k = 1, 2, · · · , 100). We repeat this simulation N = 100 times.23

The left-hand panel of Figure 9 depicts a typical path of the price and quantity. This

confirms Stylized Fact 2. That is, the quantity purchased falls to zero for m periods

after the sale ends, which is smaller than the quantity purchased just before the sale.

When the sale lasts two days, the quantity purchased is greater on the first day than

on the second day. Furthermore, we find that, for m periods after the sale ends, the

consumption price rt increases at a constant rate from PL to PH , while consumption

decreases nonlinearly because σ > 1.

We calculate the price indices based on the COLI, the chained order r superlative,

the chained consumption-weighted Törnqvist, the chained purchase-weighted Törnqvist,

22It can be assumed that prices are exogenous for households, especially over such a short time horizon.

Thus, any bias from endogeneity is unlikely to be a major problem.
23Using consumption price rkt , we calculate the unit cost λt from equation (19) and then consumption

ckt from equation (18). Note that ckt for product k can take different values even under the same value

of rkt , becaues consumption prices for other products may differ.
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the chained purchase-weighted Laspeyres, and the chained purchase-weighted Paasche.

For each n ∈ N and price index, we calculate the price level after 365 days by setting

the initial price level to one. We then take the mean and the standard deviation of the

price levels of the different n.

Row (1) of Table 5 shows the benchmark simulation results, while the other rows

show the simulation results when we use different approaches to inferring consumption

and the consumption price (see Section 4.4.3). The COLI and the chained order r

superlative index do not show any chain drift and asymptotically return to their original

level. The chained consumption-weighted Törnqvist index has a downward chain drift

of 1% annually. The purchase-weighted price indices have much larger chain drift: the

Törnqvist index decreases to 10−0.8 of its original value (decrease by 84%), the Laspeyres

index increases to 101.4 of its original value (increase by a factor of 27), and the Paasche

index decreases to 10−3.0 of its original value (decrease by 99.9%). The size of the chain

drift in the purchase-weighted Törnqvist index is comparable to the actual size of the

chain drift in the Törnqvist index for Japan.

4.3 Application to Japanese Retailer Scanner Data

4.3.1 Paths of Prices and Quantities

We apply the approach explained in Section 4.1.1 to Japanese POS scanner data. The

right-hand panel of Figure 9 shows the actual paths of the price and the quantity pur-

chased of a particular brand of instant cup noodles at a particular retailer. While these

paths are observable, the paths of the quantity consumed and the consumption price are

not. Our approach enables us to infer them, as shown in the figure. The paths of the

consumption price and the quantity consumed based on the POS data resemble those

obtained in the simulation depicted in the left-hand panel of Figure 9.

4.3.2 The Degree of Stockpiling

Figure 10 presents a histogram of the degree of stockpiling mcont at the 3-digit product

category level (hereafter we simplify the notation by dropping cont from mcont). The

distribution of m ranges from 1.0 to 5.6, with the mode being around 2. Table 4 lists

the top and bottom five product categories with the largest and smallest m. The top

three categories are instant cup noodles, diluted beverages, and frozen meals, in that

order. These products can indeed be stored for a long time. However, the storability
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of products does not necessarily imply a high degree of stockpiling. In fact, the three

bottom categories are razors, chilled condiments (e.g., sauces, dressings, and soba soup),

and cosmetic accessories (e.g., hand cream and sunscreen lotion). The products in these

categories are also highly storable. What distinguishes them from storable goods such as

cup noodles is that once they are opened, they can continue to be used for a long time.

That is, whereas cup noodles, for example, are consumed more or less immediately after

they are opened, razors, chilled condiments, or cosmetic accessories can often be used

for weeks or even months. As a result, consumers tend not to purchase more than two

units even when they are on sale. This suggests that the degree of stockpiling, m, may

be negatively correlated with the length that a product lasts once it is opened.

The degree of stockpiling is highly heterogeneous even within products belonging to

the same product category. To illustrate this, we collect m for each retailer, product,

and sales event for the product categories of instant cup noodles and tofu products,

and draw the cumulative distribution for the degree of stockpiling (m < m∗). Figure

11 shows that while around half of the observations exhibit the lowest value of m (i.e.

m = 1), instant cup noodles have a thicker right tail than tofu products. Around one

tenth of the observations of instant cup noodles exhibit a value of m higher than 100

days. On the other hand, because tofu products expire more quickly, they are stockpiled

less during a sale than instant cup noodles.

4.3.3 The Elasticity of Substitution

Figure 12 shows the value of the elasticity of substitution σ for 3-digit product cate-

gories, calculated from Γ = −log (cL/cH) /log (rL/rH) . The left-hand panel displays the

histogram of σ and shows that σ is distributed smoothly around the mode of three and

most of the values are positive.

For comparison, a simple calculation of σ is possible if we ignore storability. Hendel

and Nevo (2004) argue that neglecting stockpiling leads to an overestimation of σ by

a factor of two to six. To confirm this, we obtain σ by simply calculating the slope of

−∆logXt/∆logpt using the observed series of purchases Xt and posted prices pt, where ∆

is the difference from the previous date. In this simple calculation, we use all observations

as long as the posted price changes by more than two yen from the previous date. Note

that, according to equation (9), the simple calculation would be valid if ct and rt equal

Xt and pt, respectively.
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The dotted line in the left-hand panel shows the histogram of the simple estimate of

σ, which is distributed to the right of the solid line (our estimate). This result is in line

with Hendel and Nevo’s (2004) result, suggesting that σ is overestimated if we ignore

storability. The right-hand panel shows the scatter plot of the value of σ, where each dot

represents a 3-digit product category. In most categories, the simple estimates are larger

than our estimates. Nevertheless, the two measures are not independent of each other

and exhibit a positive correlation. Finally, it should be noted that the estimates of σ

are negative for some product categories (although they are not necessarily significant),

whereas from a theoretical perspective we would expect them to be positive. In what

follows, we aggregate the variables of interest at the 3-digit category level only when σ

is greater than 1.0.

4.4 Validity Checks of Our Approach

4.4.1 Comparison of Inflation Rates: Data and Simulation

To check the validity of our approach, we first examine whether the size of the simulated

chain drift is comparable to that of the actual chain drift. To obtain the latter, we

calculate the daily average of the inflation rate from January 1989 to December 2011

based on the purchase-weighted Törnqvist index for each 3-digit product category j

(denoted by πj) using the POS data. The first and last 12-month periods of the data are

omitted from the calculation because identifying sales events is difficult when data are

censored. At the same time, we record the average of the following variables for each 3-

digit product category: the degree of stockpiling, mj; the probability that a product will

go on sale on the following day given that it is not currently on sale, qj; the probability

that a product will continue to be on sale on the following day given that it is currently

on sale, qj; and the size of the sale discount, (PL/PH)j. Then, using these values, we

simulate the model and calculate the average size of the chain drift by employing the

method discussed in Section 4.2. The elasticity of substitution σ is set to 5 for all product

categories.

Figure 13 shows that our approach does a reasonably good job in explaining the

chain drift. In the figure, each circle represents a product category. The figure shows

that product categories that have a large chain drift in the data tend to exhibit a large

chain drift in the simulation as well. The circles tend to lie below the 45 degree line,

suggesting that the actual chain drift is smaller than the simulated chain drift. However,

29



the quantitative difference is not large except for two categories, frozen staple foods and

frozen meals, which entail large chain drift in the simulation.24

4.4.2 Comparison with the Shoku-map Data

To further check the validity of our approach, we compare the degree of stockpiling (m)

obtained from the POS data with related variables in the Shoku-map data. Specifically,

we look at the duration of inventories defined as the difference between the date of

purchase (tp) and the date on which the item is used up (tl). Using the cross-sectional

dispersion of m at the 3-digit product category level, we examine if there is any significant

correlation. The left-hand panel of Figure 14 shows that there is no significant correlation

between log(m) in the POS data and log(tl−tp+1) in the Shoku-map data. This suggests

that m does not necessarily represent storability.

However, a significant correlation arises when we look at the change in log(m) in

March 2014. On April 1st, 2014, the consumption tax rate was raised from 5% to 8%.

This was a preannounced event, which prompted households to stockpile before the tax

hike.25 To examine the effect of the consumption tax hike, we extend the observation

period for the POS data to March 2014 and calculate the change in log(m) in March

2014 from the same month in the previous year. The right-hand panel of Figure 14

shows that the values of this variable are mostly positive. Furthermore, the correlation

coefficient between this variable and log(tl− tp + 1) is quite high at +0.41. This evidence

supports our interpretation that m captures the degree of stockpiling. The figure implies

that the degree of stockpiling increases in response to an anticipated price increase and

that goods with a longer inventory duration tend to be stockpiled more.

If m captures stockpiling, it should incorporate not only storability but also the

quantity purchased. For this reason, the average quantity purchased in the Shoku-map

data, log(q), may correlate with log(m) in the POS data. Figure 15 shows that this is

indeed the case. Positive correlations are observed between log(q) and log(m) both for the

average of the entire observation period and in March 2014. The correlation coefficient

24In Appendix E, we investigate how the inflation rate, πj , depends on mj , qj , qj , and (PL/PH)j .
25In Japan, increases in the consumption tax rate—from 3 to 5% in April 1997, from 5 to 8% in April

2014, and from 8 to 10% in October 2019—have always been a major political and economic event,

because they have been accompanied by large demand increases before the tax hike and persistent weak

demand (recessions) after the hike. For this reason, Prime Minister Shinzo Abe postponed the latest

hike, from 8% to 10% twice, once in 2014 and once in 2016.
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is greater for March 2014 (+0.40) than the observation period overall (+0.31).

4.4.3 Robustness of Our Approach

It should be noted that the fact that goods are storable means that price indices will

always be subject to chain drift. This is the case regardless of whether a simplifying

assumption such as the one we introduce is employed. In fact, the model in the previous

section succeeded in qualitatively explaining the chain drift in various price indices,

including its sign, without relying on this simplifying assumption.

However, additional assumptions are needed for quantitative purposes such as in-

vestigating the size of the chain drift. Since the linearity assumption is only one of

many possible assumptions, it is important to examine how much the size of the chain

drift changes in response to different assumptions about the path of consumption or the

consumption price after a sale ends. We do so using simulations. Specifically, we keep

the same model setup as that explained in Section 4.2, including the size of the sale

discount (PL/PH) and inventories outstanding during a sale (IL), but vary the paths of

consumption and the consumption price after a sale ends and the degree of stockpiling

(m).

We employ two kinds of alternative approaches to inferring consumption and the

consumption price. The first approach is to assume a linear consumption decrease instead

of a linear consumption-price increase after a sale ends. It can then be shown that the

consumption price follows

r(x) =

{
x

mcont

cH − c∗L
c∗L

+ 1

}−1/σ

PL, (24)

where x represents the time elapsed after a sale (0 ≤ x ≤ mcont). Clearly, the pace of

consumption-price increase is no longer constant unless σ = 1. The second approach

is to set m slightly lower or higher than its benchmark value (m = 5), and to find the

value of the concavity/convexity parameter γ0 that describes the pattern of increase in

the consumption price:

r(x) =
(
P

1/γ0
L + γ1x

)γ0
. (25)

The value of γ0 is one when the consumption price increases linearly. See Appendix F

for details.

Rows (2) to (6) of Table 5 show the simulation results when we use the alterna-

tive approaches. The assumption of a linear consumption decrease causes the chained
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purchase-weighted Törnqvist index to slightly increase from 0.163 to 0.168 (row (2)). The

concave consumption-price increases with m = 3 and 4 also cause the chained purchase-

weighted Törnqvist index to slightly increase from 0.163 to 0.172 and 0.168, respectively

(rows (3) and (4)). The convex consumption-price increases with m = 6 and 7 decrease

the chained purchase-weighted Törnqvist index slightly from 0.163 to 0.159 and 0.154,

respectively (rows (5) and (6)). From these results, we can safely conclude that the

alternative approaches leave our previous quantitative results more or less unchanged.

5 Empirical Results

In this section, we present our main results regarding price indices and developments in

households’ stockpiling behavior.

5.1 Price Indices

Using the POS data, we calculate the time-series of the price level based on the following

three definitions. The first is the Törnqvist index based on the purchase weight. This is

the conventional approach and we showed the results in Figure 1. The second definition

is the Törnqvist index based on the consumption weight. Here, we use the consumption

price as well as consumption to calculate the price index. The third definition is the

order r superlative index, where we use the estimated elasticity of substitution σ at the

category level.

Figure 16 shows the time-series paths of the three price indices, where the initial price

level is normalized to one. The upper part of Table 6 shows the means and standard devi-

ations for inflation rates based on the three price indices from 1990 to 2012. The mean of

the inflation rates for the Törnqvist index based on the purchase weight is around −50%

annually, which is by far the lowest.26 In the consumption-based Törnqvist and order

r superlative indices, the substantial downward bias in the conventional consumption-

based Törnqvist index is mitigated. However, the downward bias is not completely

26The size of deflation based on the Törnqvist index in Table 6 is slightly smaller than that shown

in the right-hand panel of Figure 1 (when dt = 1). This is because we did not interpolate missing

observations to calculate the price index for the right-hand panel and the aggregation methodology for

drawing the right-hand panel, which follows the procedure employed in by Watanabe and Watanabe

(2014), is different.
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eliminated. While the rate of deflation is slightly smaller in the case of the order r su-

perlative index, both consumption-based indices exhibit deflation of approximately 10%

annually. Thus, both indices still appear to exaggerate price changes. However, recall

that our data frequency is daily. Thus, cumulatively, even a tiny chain drift in the daily

data becomes large over a longer time horizon. For example, an annual price change of

−10% annually equates to a daily price change of only −0.03%.

Moreover, large deflation does not necessarily mean our approach fails to eliminate

the chain drift due to stockpiling. Other factors might cause a bias in those indices. One

such factor could be product turnover (product creations and destructions). Product

turnover entails changes in product quality, which likely influence price indices. Ueda,

Watanabe, and Watanabe (2019) show that product prices tend to decline over the life-

span of a product. In particular, new products with a short life span often experience

a large price decrease during the first few months. Such a pattern leads to a downward

trend in price indices.27

To take this into account, we examine how much the chain drift decreases when we

exclude the effect of product turnover. To do so, we calculate the time-series paths of the

three price indices as before but now use only long-selling products. Long-selling products

are defined as products that are recorded in the POS data both before January 1, 1990

and after December 31, 2012. Figure 17 and the lower part of Table 6 show that while the

purchase-based Törnqvist index continues to exhibit a considerable downward bias, the

consumption-based Törnqvist and the order r superlative indices have much smaller drift

when using long-selling products than when using all products.28 In particular, the order

r superlative index appears to have no downward chain drift. The index moves around

the original level of one, and the average inflation rate is only around 1.8% annually.

This result suggests that our approach succeeds in eliminating the chain drift that arises

from stockpiling.

27Another possible factor is that we do not consider changes in purchases over the course of a week or

month. For example, quantities purchased tend to be larger on weekends than on weekdays. Moreover,

the timing of wage or pension payments may well generate cyclicality in purchases over the course

of a month if financial constraints matter. If purchases are subject to weekly or monthly cyclicality,

consumption may also have a similar cyclicality.
28The share of these long-selling products in all products is about 1.2% in terms of the amount of

consumption (consumption price r times the quantity consumed c). Note also that for all the price

indices we consider in this study, products need to be recorded in the POS data for at least two days,

since otherwise we cannot compare price changes from the previous date.
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Finally, Figure 18 shows the annualized inflation rates of the following three price

indices. The first index is the Törnqvist index using consumption weights and all prod-

ucts. The second is the Törnqvist index using consumption weights and only long-selling

products. For both these indices, we calculate the annualized inflation rate by cumu-

lating the daily log inflation (xt) over the past 365 days. The last index is the CPI for

groceries, and we calculate the inflation rate for each month as the change in the index

from the same month in the previous year. Although the three indices occasionally show

similar changes—for example, all three indices indicate an increase in the inflation rate

around 2007–08—, their ups and downs are very different in most of our observation

period. For example, around 2007–08, the first index appears to have increased before

the other two indices. This suggests that the Törnqvist index using consumption weights

and all products provides a different, and possibly more timely and useful, perspectives

on inflation developments.

5.2 Developments in Households’ Stockpiling Behavior

5.2.1 Changes in Stockpiling Behavior

The degree of stockpiling m is not only heterogeneous but also time-varying. The line

with dots in Figure 19 shows the time-series developments in aggregate log(mt) from

January 1989 to December 2011. The line indicates that there has been a secular decrease

in the last two decades.29

It should be noted that m can change as a result of changes not only in households’

intrinsic behavior but also in prices, which are exogenous to households. To show this

formally, we use equation (14) when pt = PL. Household producers optimize their

inventories during a sale to satisfy

C ′(iL; It−1) = β
{

(1− q)rH(It) + qPL
}
− PL + µt. (26)

If a sale ends in period t, the consumption price increases in period t+ 1. This provides

household producers with a profit if they hold inventories, as the right-hand side of the

29The aggregate log(m) is obtained as follows. First, we calculate semi-aggregate log(mj) for 3-digit

product category j = 1, 2, · · · , 145 by aggregating log(mks) for product k ∈ j and sales event s, assigning

equal weights. Second, we take their unweighted average across categories. This aggregation method is

slightly different from that explained in Appendix A, where we aggregate log(mks) for product k and

sales event s, assigning equal weights. However, this difference has little effect on the size of aggregate

log(m).
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equation shows. However, household producers incur a cost when holding inventories,

as shown in the left-hand side of the equation. Suppose C ′(it; It−1) = C > 0 and linear

consumption-price increases. Then we have

C = β(1− q)
{

1

m

PH − PL
PL

+ 1

}
PL − (1− βq)PL,

and, in turn,

m = β(1− q)PH − PL
PL

(
1− β +

C

PL

)−1

. (27)

This equation suggests that the degree of stockpiling m negatively depends on the

probability that a sale will continue to occur at t + 1 given that a sale occurs at t,

positively depends on the size of the sale discount, and negatively depends on the cost of

holding inventories. In other words, more stockpiling occurs the sooner a sale is expected

to end and the larger the sale discount is. More generally, q is also likely to influence rH

and, in turn, m. Thus, q, q, and (PH − PL)/PH should constitute explanatory variables

for m.

Therefore, we regress the following equation for log(mjt):

log (mjt) = cj + dt + AXjt + εjt, (28)

using the vector of explanatory variablesXjt= {log (1− qjt), log
(

1− qjt
)
, log ((PH − PL)/PH)jt},

where j and t represent the 3-digit product category and the month (January 1989 to

December 2011), respectively. Time fixed effect dt captures the aggregate, demand-side,

time-varying component of mjt. Some of the variables we use are persistent and close to

an I(1) process. Thus, to avoid spurious regression, we also estimate the above equation

using the time differences of the variables such as ∆log(mjt) ≡ log(mjt)− log(mjt−1).

Table 7 presents the estimation results. In the table, column (1) shows the result

when we use log(mjt) as the dependent variable and do not include the time fixed effect.

Column (2) shows the result when we use log(mjt) as the dependent variable and include

the time fixed effect. Column (3) shows the result when we use the time difference of

log(mjt) as the dependent variable and do not include the time fixed effect.

The coefficient on log ((PH − PL)/PH) is significantly positive in all columns. The

positive relationship between (PH − PL)/PH and m is consistent with the relationship

derived from equation (27). The coefficient on log (1− q) is insignificant when the time

fixed effect is included (column (2)), while it is significantly positive without the time
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fixed effect (column (1)) and negative in the regression that uses time differences (column

(3)).

The coefficient on log
(
1− q

)
is significantly negative in all columns, even though

equation (27) suggests it should be positive. One possible reason is that q might be

endogenous. It should be noted that in this regression, the cost of inventories is not

controlled for. For product categories with low inventory costs, m is likely to be high.

If firms hold longer sales (high q) for these products, we would expecte to observe a

negative coefficient on log
(
1− q

)
rather than a positive one. Another reason is that in

equation (23) m is proportional to IL, which tends to increase as the duration of a sale T

increases. Owing to this construction, our measure of m tends to increase as q increases.

The solid line in Figure 19 shows the time-series of time fixed effect dt (column 2

in the table), which represents changes in the degree of stockpiling after controlling for

the effects of price changes. Developments in dt differ from those in aggregate log(mt).

Specifically, dt exhibits a steady increase from the early 2000s, while aggregate log(mt)

does not. Although we do not show it here, we find that this deviation is explained

by both the decrease in the probability of sales (q) and the decrease in the size of sale

discounts (log ((PH − PL)/PH)).

5.2.2 Effects of Macroeconomic Variables on Stockpiling Behavior

What brought about the secular decrease in household stockpiling behavior (mt and dt)

in the 1990s and then the reversal since the early 2000s (dt, but not mt)? Household

stockpiling behavior likely is influenced by a number of factors, which we consider in this

subsection.

Possible Channels First, according to equation (27), an increase in β increases stock-

piling because households put greater weight on future consumption. Possible factors

that may bring about changes in β are preference shocks, which are often incorporated

in dynamic stochastic general equilibrium models as part of demand shocks and also

cause changes in real interest rates. Specifically, preference shocks generate a negative

relationship between stockpiling and real interest rates. Furthermore, it is also thought

that higher inflation expectations promote stockpiling, which also yields a negative cor-

relation between real interest rates and stockpiling. Thus, investigating developments

in real interest rates should provide a clue as to how and why stockpiling has changed
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in Japan.30 Over the last two decades, Japan has seen successive waves of monetary

accommodation, leading to a decline in nominal interest rates, although, due to the zero

lower bound on nominal interest rates, it is debatable whether real interest rates have

declined as a result of monetary policy.

Second, stockpiling behaviour may be influenced by factors that change the cost

of holding inventories C. According to equation (27), an increase in C decreases the

incentive for stockpiling. Possible factors that may influence C include, for example, the

size of houses and Japan’s demographic structure (population aging). However, looking

at data for the size of houses from the Housing and Land Survey conducted by the

Ministry of Internal Affairs and Communications every five years shows that there has

been a steady increase in both the average housing area and the average housing area per

household member from 1993 to 2013 from 88.4m2 to 93.0m2 and from 29.8m2/person to

38.5m2/person, respectively. This suggests that C should have decreased monotonically

and dt increased monotonically. However, such a monotonic decrease did not occur,

as shown in Figure 19. Population aging is also a monotonic development in Japan.

Meanwhile, interest rates may influence C. For example, a higher interest rate increases

borrowing costs, which may prevent households from stockpiling.

The third factor concerns labor market conditions. Consider the following two oppos-

ing hypotheses. Suppose that labor market conditions are unfavorable for households,

that is, low labor demand brings about high unemployment, low hours worked, and low

income. One hypothesis is that households face stricter financial (liquidity) constraints

and are therefore unable to purchase as much as they would like when prices are low.

In that case, unemployment has a negative effect on stockpiling, while hours worked

have a positive effect. The other hypothesis is that when unemployment is high and

hours worked are low, households have more time for shopping, which allows them to

find products that are on sale and stockpile inventories. Also, a decrease in income may

make households more price-sensitive. In that case, unemployment has a positive effect

on stockpiling and hours worked have a negative effect.

Regression Bearing these factors in mind, we examine whether the degree of stockpil-

ing mt depends on the macroeconomic environment. We estimate the following equation:

30Similarly, interest rates and the cost of holding inventories are also important determinants of firm

inventory investment (see, e.g., Kahn, 2016).
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∆log (mjt) = cj +B∆Zt + A∆Xjt + µjt, (29)

or

∆log (mjt) = cj +B∆Zt + Aν̃jt + µjt, (30)

where

∆Xjt = ej +D∆Zt + νjt, (31)

ν̃jt ≡ ∆Xjt − (êj + D̂∆Zt). (32)

Here, ∆Xt is the time difference of the price variables used above from month t − 1 to

t, and ∆Zt is the time difference of exogenous variables consisting of the unemployment

rate, log hours worked, and the real interest rate from month t−1 to t and t−2 to t−1.

The real interest rate in period t is defined as the overnight call rate in period t minus

the actual inflation rate based on the CPI from t to t+ 12 (all in percent). We estimate

the equation using the time difference to avoid spurious regression. Lagged variables for

Zt are added to incorporate the possibility that it takes time for labor market conditions

and the real interest rate to influence household stockpiling behavior.31

In the first regression, we estimate the degree of stockpiling using ∆Xt as the inde-

pendent variable. In the second regression, we use ν̃jt, the residuals of equation (31)

defined as (32), as the independent variable. Labor market conditions and the real in-

terest rate ∆Zt likely influence firms’ pricing ∆Xjt as well. We examine this effect by

estimating equation (31) and then calculate ν̃jt so that it is orthogonal to ∆Zt. Using

ν̃jt, we evaluate the overall effect of ∆Zt on ∆log (mjt), which incorporates the indirect

effect through ∆Xjt.

Table 8, particularly column (5), shows the main estimation results, while column (1)

shows the estimation results when we simply use ∆Xjt. The effect of the unemployment

rate on ∆log (mjt) is small, because the two coefficients on the unemployment rate at

t and t − 1 more or less cancel each other out. The two coefficients on hours worked

at t and t − 1 are significantly negative, suggesting that longer hours worked decrease

the degree of stockpiling. This result supports the hypothesis that longer hours worked

31Note that mjt is not likely to influence Zt because the former is a variable at the product category

level.
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decrease households’ time for shopping, which prevents them from stockpiling inventories

during sales, rather than the hypothesis focusing on households’ financial constraints and

predicting the opposite effect. The coefficient on the real interest rate at t is significantly

negative, suggesting that a higher real interest rate decreases the degree of stockpiling.

This is consistent with the reasoning mentioned above.

Columns (2) to (4) show the estimation results for equation (31). They imply that, in

response to longer hours worked, firms change their pricing so that the frequency of sales

decreases (low q), the duration of sales increases (high q), and the size of sale discounts

increases (high (PH − PL)/PH). The effects of the changes in the unemployment rate

and the real interest rate on pricing are unclear, however.

5.2.3 Implications for the Macroeconomy and the Price Index

The previous section has shown that stockpiling in Japan depends on hours worked

and real interests rates – in other words, it fluctuates with the business cycle. This

result raises the question how quantitatively important the business-cycle dependence of

stockpiling is for the macroeconomy. In Japan, it can be regarded as very important,

since temporary sales make up about 30% of retailers’ total revenue (see Sudo et al.,

2018).

To examine this issue, we examine the extent to which stockpiling by households and

pricing by firms is affected by business cycle fluctuations. Furthermore, we calculate the

extent to which business cycle fluctuations affect the aggregate quantity purchased and

the bias in the aggregate price index when this is calculated as a conventional purchase-

based chained index.

To do so, we take the following steps. First, to examine the role of business cycles, we

consider two types of exogenous shock: a shock to hours worked and a shock to the real

interest rate. For hours worked, we assume a one-time positive shock of two standard

deviations of the log difference of hours worked, which is 0.027 (2.7%). For the real

interest rate, we assume a one-time positive shock of one percentage point, which is 1.00.

Second, we use the estimation results reported in columns (2) to (5) in Table 8 to

examine the effects on q, q, log ((PH − PL)/PH) , and m, respectively, as a result of these

shocks. The effects are examined in terms of the sum of the two coefficients at t and

t− 1 multiplied by the size of the shocks.

Third, using the approach explained in Section 4.2, we simulate the time-series path of
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the quantities purchased and prices. The parameter values for q, q, log ((PH − PL)/PH) ,

and m are initially at their cross-sectional and time-series means. We then change them

by the amount obtained in the second step. We set σ to four.

Fourth, we calculate the mean of the amount of sales (price times quantity purchased),

the quantity purchased, and the unit price (amount of sales divided by quantities pur-

chased) for 365 days, 100 products, and 100 iterations. Moreover, we calculate the change

in the price index over the 365 days based on the conventional purchase-based chained

index.

The simulation results are shown in Table 9. They show that in response to a shock to

hours worked, m decreases from 2.16 to 2.13, while in the case of an interest rate shock,

it decreases to 2.12. Further, combined with the changes in firms’ pricing, the decrease

in m decreases the amount of sales by 0.11% and 0.08%, respectively, and the quantity

purchased by 0.05% and 0.12%. In other words, when the economy is in good shape,

households stockpile less during a sale, which decreases the average amount of sales and

the quantity purchased. The size of these effects is by no means small, particularly when

we consider that the size of the shock is relatively small, i.e., 2.7% for hours worked and

1 percentage point for the interest rate.

The size of the chain drift is also affected by these shocks. The conventional chained

Törnqvist index based on purchase data exhibits a considerable downward bias, decreas-

ing by 80.2% over the 365 days in the case of no shock. In the case of the hours-worked

shock, this changes to 80.6%, while in the case of the interest rate shock, it changes to

79.6%. Thus, the size of the chain drift increases by 0.4 percentage points annually in

the case of a hours-worked shock, while it decreases by 0.6 percentage points annually

in the case of a interest rate shock. This difference stems from the different responses

of the size of sale discounts: a positive hours-worked shock increases the size of sale

discounts, while a positive interest rate shock decreases it. However, we can conclude

that the effects of these macroeconomic shocks on the chain drift are quantitatively small

compared with the size of the chain drift.

6 Conclusion

We investigated how consumer inventories influence the price index and the macroecon-

omy. Goods storability causes a tremendous degree of chain drift when the price index is

based on purchases, since consumers tend to stockpile when prices are low (i.e., during
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a sale) and purchases exceed consumption. We proposed a tractable approach to infer

consumption using data on purchases and prices and applied it to Japanese data. We

showed that consumers’ stockpiling behavior can be conveniently summarized by a single

variable: the degree of stockpiling during a sale, which expresses how long inventories

last after a sale ends. Applying the approach to POS data for Japan, we found that our

approach of using a consumption-based index succeeds in explaining the chain drift in

the Törnqvist index based on purchase data and in mitigating the chain drift. Further-

more, we showed that the degree of stockpiling not only depends on the macroeconomy

but also has non-negligible effects on the macroeconomy.

Tasks for the future include, first, a more careful consideration of heterogeneity at

the product and household levels. We found that there exists sizable heterogeneity in

the degree of stockpiling across products. A more detailed investigation might shed new

light on consumer inventory behavior. Equally important is the heterogeneity at the

household level. Considering the possibility that stockpiling behaviour depends on the

size of the family and home, income, age, etc., could provide new insights.

Second, we should apply our approach to a wider range of product categories than

those covered in our data, processed food and daily necessities, which make up only about

20 percent of households’ expenditure. For instance, prices for some storable goods (e.g.,

gasoline and fresh food), durable goods (e.g., clothing and personal computers), and

services (e.g., travel) occasionally change substantially just like in a temporary sale,

which seems to cause demand fluctuations similar to stockpiling. It is worth testing

whether our approach is useful for the analysis of these product categories.
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Table 1: Reasons for the Chain Drift

t = 1 t = 2 t = 3

Product A Price pA (1− r)pA pA

Share W1 W2 W3

Product B Price pB pB pB

Share 1−W1 1−W2 1−W3

Note: 0 < r < 1. If the elasticity of substitution is greater than one, we would expect to observe

W3 < W1 < W2.

Table 2: Changes in the Quantity Purchased before, during, and after a Sale

log(X2
H/X

1
H) log(X2

L/X
1
L)

|P 1
L − P

2
L| < 1.0

Constant -0.0107 -0.0067 0.0440

(0.0001) (0.0001) (0.0001)

WeekendDays 0.2468 0.2471 0.0959 0.1190 0.1265

(0.0002) (0.0002) (0.0002) (0.0001) (0.0001)

log(T ) -0.0177 -0.0653

(0.0002) (0.0001)

log((P 1
L + P 2

L)/2PH) 0.0616

(0.0011)

log(P 2
L/P

1
L) -0.7761 -0.7698

(0.0006) (0.0005)

Category fixed effects no yes no no yes

R2 0.008 0.009 0.007 0.020 0.029

Observations 155,922,267 155,922,267 59,935,646 155,922,267 155,922,267

# of categories 214 214 214 214 214

Note: Figures in parentheses represent standard errors. All coefficients are significant at the 1% level.
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Table 3: State-dependent Consumption

Dependent variable 1 if household uses product Number of times a product is used

Inventory 0.0006895*** 0.00410***

(0.0000171) (0.000901)

Observations 90,545,020 90,545,020

No. of HH 3,602 3,602

R2 0.12 0.12

Fixed effects HH/category HH/category

Note: Figures in parentheses represent robust standard errors. ***, **, and * indicate significance at the 1%, 5%, and

10% levels, respectively.

Table 4: Top and Bottom Five Categories for the Degree of Stockpiling

Product category m

Top 5 Instant cup noodles 5.65

Diluted beverages 4.32

Frozen meals 3.92

Packaged instant noodles 3.65

Packaged instant raw noodles 3.37

Bottom 5 Cake and bread ingredients 1.33

Home medical supplies 1.31

Cosmetic accessories 1.29

Chilled condiments 1.27

Razors 1.18

Note: The degree of stockpiling m is inferred using POS data.
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Table 5: Simulation of the Chain Drift

COLI Order r Törnqvist Törnqvist Laspeyres Paasche

superlative (C) (Q) (Q) (Q)

(1) Linear r 1.000 1.000 0.991 0.163 2.71e+01 1.01e-03

increase (4.60e-03) (4.60e-03) (4.58e-03) (1.09e-02) (3.80e+00) (2.10e-04)

(2) Linear C 1.000 1.000 0.991 0.168 2.45e+01 1.18e-03

decrease (4.60e-03) (4.60e-03) (4.58e-03) (1.09e-02) (3.26e+00) (2.35e-04)

(3) Highly concave r 1.000 1.000 0.992 0.172 2.21e+01 1.37e-03

increase (4.00e-03) (4.00e-03) (4.00e-03) (1.09e-02) (2.83e+00) (2.62e-04)

(4) Concave r 1.000 1.000 0.991 0.168 2.45e+01 1.18e-03

increase (4.37e-03) (4.37e-03) (4.36e-03) (1.09e-02) (3.26e+00) (2.35e-04)

(5) Convex r 1.000 1.000 0.991 0.159 3.01e+01 8.61e-04

increase (4.76e-03) (4.76e-03) (4.75e-03) (1.09e-02) (4.44e+00) (1.88e-04)

(6) Highly convex r 1.000 1.000 0.991 0.154 3.34e+01 7.34e-04

increase (4.87e-03) (4.87e-03) (4.85e-03) (1.09e-02) (5.14e+00) (1.67e-04)

Note: The table shows the means of the price levels after 365 days, where the initial price level is set to one (so that a value

of one indicates no change). Standard deviations in parentheses. Row (1) represents the benchmark in which we assume

a linear consumption-price (r) increase after a sale ends and m = 5. Row (2) represents the case in which consumption

(c) decreases linearly after a sale ends. Rows (3) to (6) represent the cases in which m = 3, 4, 6, and 7, respectively, and

r increases in a concave or convex manner.
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Table 6: Comparison of Inflation Rates

Annualized inflation rate Daily log inflation Daily log inflation

Mean Mean S.D.

All products

Törnqvist (purchase-weighted) -50.32 -0.19 0.72

Törnqvist (consumption-weighted) -12.78 -0.04 1.37

Order r superlative (consumption-weighted) -10.27 -0.03 0.99

Long-selling products

Törnqvist (purchase-weighted) -37.25 -0.13 1.42

Törnqvist (consumption-weighted) -3.90 -0.01 1.05

Order r superlative (consumption-weighted) 1.81 0.00 1.05

Note: Denoting daily log inflation from date t− 1 to t and the number of observations for the inflation rate by xt and n,

respectively, we calculate the mean of daily log inflation from 1990 to 2012 as x̄ = Σxt/n. The mean of the annualized

inflation rate is calculated as exp(365 ∗ x̄)− 1. All figures are then multiplied by 100 (i.e., the unit is percent).

Table 7: Regression of the Degree of Stockpiling

(1) (2) (3)

log(m) log(m) ∆log(m)

log(1− q) 1.7463*** -0.901 ∆log(1− q) -1.5348**

(0.542) (0.741) (0.622)

log(1− q) -0.6306*** -0.8058*** ∆log(1− q) -0.5160***

(0.041) (0.038) (0.036)

log(1− PL/PH) 0.3897*** 0.3349*** ∆log(1− PL/PH) 0.2623***

(0.047) (0.045) (0.032)

Fixed effects category category/month category

Observations 40,296 40,296 40,150

Within R2 0.588 0.719 0.277

# of categories 146 146 146

Note: ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Table 8: Effects of Macroeconomic Variables on Stockpiling Behavior

(1) (2) (3) (4) (5)

∆log(m) ∆log(1− q) ∆log(1− q) ∆log(1− PL/PH) ∆log(m)

∆(unemp rate) 0.0035 -0.0004*** -0.0347*** 0.0417*** 0.0333***

(0.005) (0.000) (0.004) (0.004) (0.005)

∆(unemp rate(-1)) -0.0098** -0.0004*** 0.0298*** -0.0334*** -0.0336***

(0.005) (0.000) (0.004) (0.003) (0.005)

∆log(hours worked) -0.2746*** 0.0128*** 0.1253*** 0.2607*** -0.2882***

(0.057) (0.001) (0.038) (0.036) (0.057)

∆log(hours worked(-1)) -0.8088*** 0.0091*** -0.7862*** 0.6977*** -0.2270***

(0.068) (0.001) (0.056) (0.050) (0.060)

∆(real r) -0.0093*** 0.0005*** 0.0115*** -0.0013 -0.0163***

(0.004) (0.000) (0.003) (0.002) (0.003)

∆(real r(-1)) -0.0058* -0.0002*** -0.0080*** -0.0018 -0.0018

(0.003) (0.000) (0.003) (0.002) (0.003)

∆log(1− q) -1.4929** -1.4929**

(0.626) (0.626)

∆log(1− q) -0.5179*** -0.5179***

(0.037) (0.037)

∆log(1− PL/PH) 0.2697*** 0.2697***

(0.032) (0.032)

Fixed effects category category category category category

Observations 40,004 40,004 40,004 40,004 40,004

Within R2 0.283 0.002 0.009 0.008 0.283

# of categories 146 146 146 146 146

Note: In column (5), the explanatory variables corresponding to ∆log(1− q), ∆log(1− q), and ∆log(1− PL/PH) are the

residuals of the estimation for columns (2), (3), and (4), respectively. ***, **, and * indicate significance at the 1%, 5%,

and 10% levels, respectively.
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Table 9: Effects of Endogenous Changes in Stockpiling and Pricing on the Macroeconomy

and Price Indices

m q q 1− PL/PH

Data 2.156 0.032 0.567 0.873

Hours worked ↑ by 0.027 (2.7%)

2.126 0.032 0.575 0.870

Real interest rate ↑ by 0.010 (1.0%)

2.117 0.032 0.569 0.874

Sales Quantity Unit price COLI Törnqvist Laspeyres Paasche

(PX) (X) (P) (PX) (PX) (PX)

Data 0 0 0 1.000 0.198 9.659 0.004

Hours worked ↑ by 0.027 (2.7%)

-1.1E-03 -5.4E-04 -5.9E-04 1.000 0.194 9.716 0.004

Real interest rate ↑ by 0.010 (1.0%)

-7.9E-04 -1.2E-03 4.0E-04 1.000 0.204 9.114 0.005

Note: For the amount of sales, the quantity purchased, and the unit price, the figures show changes in the values from

their means calculated from the POS data. The price indices are expressed as the changes over 365 days (1 indicates no

change).
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Figure 1: Chain Drift

 !
"#!

 !
"$!

 !
"%!

 !
"&!

 !
!

 !
&!

 !
%!

 !
$!

'(
)
*
+,
-
.)
/0
1
,
.2,
3
,
2

 44!  445 &!!! &!!5 &! !

67+,

.89/:;30<+.=)*/1>7<,"?,0@>+,-A

.B9@7/0+>(01.B7<),C/,<

.B9@7/0+>(01.D77<1>,

-60

-50

-40

-30

-20

-10

0

10

A
n
n
u
a
li
z
e
d
 i
n
fl
a
ti
o
n
 r

a
te

 (
%

)

35030025020015010050

dt [days]

-2.0

-1.5

-1.0

-0.5

0.0

 A
n

n
u

a
li
z
e

d
 i
n

fl
a

ti
o

n
 r

a
te

 (
%

) 

3002001000

dt [days]

Note: The left-hand figure shows the time-series of price levels based on the purchase-weighted Laspeyres,

Paasche, and Törnqvist indices using the POS data. The initial price level is normalized to one. The

right-hand figure shows the average price change based on the Törnqvist index, where we employ different

time intervals dt from 1 day to 365 days.

Figure 2: Consumption Pattern of Salt
 !"

#!$

#!"

"!$

"!"
#%"# "#""&"'"%" ""

()*+

,-./0)+1

23454)67/83+-9:5483 ;83+-9:54837<6)=

>)+57/83+-9:5483

Note: The figure shows the consumption pattern for salt of a particular household in the Shoku-map

data. Each vertical line represents a consumption flag.
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Figure 3: Purchase and Consumption Pattern of Beer
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Note: The figure shows the purchase and consumption pattern for beer of a particular household in

the Shoku-map data. The left and right ends of each horizontal line show the days when products are

purchased and consumed, respectively.
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Figure 4: Density of Consumption Periods
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Note: The figure shows the density of consumption periods in the Shoku-map data. For each product i

and household j, we look at three dates: the date of purchase (tp), the date a household starts consuming

the product (tf ), and the date the household finishes the product (tl). We then calculate the periods

between the various dates.

Figure 5: Changes in the Price Index (dt = 365)
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Figure 6: Distributions of the Difference in the Quantity Purchased before, during, and

after a Sale
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Note: We regress the equations for the difference in the quantity purchased before, during, and after a

sale for each 3-digit category level and obtain the t-statistic for the intercept. The vertical axis shows

the number of categories whose t-statistic is larger than t∗, while the horizontal axis represents t∗. For

the left-hand panel, the dependent variable is the difference in the quantity purchased just after a sale

from that just before a sale, while for the right-hand panel it is the difference in the quantity purchased

in the second half of a sale from the first half of a sale.
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Figure 7: Distribution of the Estimates of the Inventory Elasticity of Consumption
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Note: We regress consumption for each 3-digit category level and obtain the t-statistic for the coefficient

on inventories. The vertical axis shows the number of categories whose t-statistic for the inventory

elasticity of consumption is larger than t∗, while the horizontal axis represents t∗. For the left-hand

panel, the dependent variable is the consumption dummy which takes a value of one if a product is

used, while for the right-hand panel it is the number of times a product is used.

Figure 8: Pattern of Price and Quantity Changes during a Sales Event
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Note: The solid dots represent observable posted prices (top) and quantities purchased (bottom). The

circles represent unobservable consumption prices (top) and quantities consumed (bottom).
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Figure 9: Simulated, Actual, and Inferred Paths of Price and Quantity
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Note: The left-hand panel shows the simulated paths of the price and the quantity purchased as well as

those of the consumption price and consumption. The right-hand panel shows the actual paths of these

variables for a particular brand of cup noodles purchased at a particular retailer.

Figure 10: Histogram of the Degree of Stockpiling
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Figure 11: Distribution of the Degree of Stockpiling
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Note: The figure shows the distribution of the inferred degree of stockpiling (m < m∗) for “instant cup

noodles” (thick upper line) and “tofu products” (thin lower line). In each category, we collect m for

each retailer, product, and sales event.

Figure 12: Elasticity of Substitution
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Note: “Our estimate” represents our calculation of the elasticity of substitution σ from Γ ≡
−log (cL/cH) /log (rL/rH) using the inferred series of consumption c and consumption price r. “Simple

estimate” represents the calculation of σ from −∆logXt/∆logpt, where X and p represent the quantity

purchased and posted price, respectively. The left-hand panel shows the histogram of the values of σ for

3-digit product categories, while the right-hand panel shows a scatter plot where each dot represents a

3-digit product category.
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Figure 13: Inflation Rates Based on the Törnqvist Index: Data and Simulation
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Note: Each circle represents a 3-digit product category. The inflation rates are the daily averages and

are based on the purchase-weighted Törnqvist index. The red dashed line represents the 45 degree line.

Figure 14: Relationship between the Consumption Period (Shoku-map) and the Degree

of Stockpiling (POS)
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Note: Each dot represents a 3-digit product category. The horizontal axis represents the log consumption

period, where the consumption period is defined as the difference between the date of purchase (tp) and

the date the household finishes the product (tl) plus one.
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Figure 15: Relationship between the Quantity Purchased (Shoku-map) and the Degree

of Stockpiling (POS)
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Note: Each dot represents a 3-digit product category. The horizontal axis represents the log quantity

purchased.

Figure 16: Price Indices
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Note: The figure shows the time-series of price levels based on the purchase-weighted Törnqvist,

consumption-weighted Törnqvist, and consumption-weighted order r superlative indices using the POS

data. The initial price level is normalized to one.
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Figure 17: Price Indices for Long-Selling Products
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Figure 18: Annualized Inflation Rates
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Figure 19: Aggregate Time-Series of the Degree of Stockpiling
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Note: The shaded areas indicate recession periods determined by the Cabinet Office.
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