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We start from Gibrat’s law and quasi-inversion symmetry for three firm size variables (i.e., tangible fixed assets $K$, number of employees $L$, and sales $Y$) and derive a partial differential equation to be satisfied by the joint probability density function of $K$ and $L$. We then transform $K$ and $L$, which are correlated, into two independent variables by applying surface openness used in geomorphology and provide an analytical solution to the partial differential equation. Using worldwide data on the firm size variables for companies, we confirm that the estimates on the power-law exponents of $K$, $L$, and $Y$ satisfy a relationship implied by the theory.
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1. Introduction

In econophysics, it is well-known that the cumulative distribution functions (CDFs) of capital $K$, labor $L$, and production $Y$ of firms obey power laws in large scales that exceed certain size thresholds, which are given by $K_0$, $L_0$, and $Y_0$:

$$ P_>(K) \propto K^{-\mu_K} \text{ for } K > K_0 \ , $$

$$ P_>(L) \propto L^{-\mu_L} \text{ for } L > L_0 \ , $$

$$ P_>(Y) \propto Y^{-\mu_Y} \text{ for } Y > Y_0 \ . $$
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These are called Pareto’s law, and positive power-law indices $\mu_K$, $\mu_L$, and $\mu_Y$ are called Pareto’s indices. In condensed matter physics, various power laws are observed in physical quantities near the critical points of phase transitions. It is fascinating that power laws are also observed in social quantities.\(^{2-25}\) On the one hand, the renormalization group approach has been employed to confirm power laws observed in physical quantities as critical phenomena of phase transitions.\(^{26}\) Various models have also been proposed to explain power laws observed in social phenomena (see, e.g., Refs.\(^{22-25}\)).

Under this circumstance, without any model, Fujiwara et al. showed that power laws arise as a result of Gibrat’s law\(^{27,28}\) and inversion symmetry, both of which are observed between variables in some year and the same variables the next year: $(K_T, K_{T+1})$, $(L_T, L_{T+1})$, $(Y_T, Y_{T+1})$.\(^{29,30}\) By extending this discussion, we reported that power laws with different indices are similarly obtained from Gibrat’s law and quasi-inversion symmetry observed between variables in some year and different variables the same year: $(K, Y)$, $(L, Y)$, $(K, L)$.\(^{31-33}\)

By extending the discussion on two variables to three variables, we derived the following Cobb-Douglas production function\(^{34}\) from Gibrat’s law and quasi-inversion symmetry for three variables:

\[
Y = AK^\alpha L^\beta .
\]

In economics, the product of firm $Y$ is determined by its capital $K$ and its labor $L$. This relation is called the production function, and the Cobb-Douglas form (4) is one of the most useful functions. Here, $\alpha$ and $\beta$ are positive parameters that are constant in the analyzed firms. They are called the output elasticities of capital and labor, respectively. $A$ in Eq. (4) is called the total factor productivity and represents a firm’s technology that cannot be estimated by capital $K$ or labor $L$. The Cobb-Douglas production function has been extensively used in various areas of economics.

Here, quasi-inverse symmetry and Gibrat’s law are represented using joint probability density function (PDF) $P_{KLY}(K, L, Y)$ and conditional PDF $Q(R|K, L)$ as follows:\(^{32,33}\)

\[
P_{KLY}(K, L, Y)dKdLdY = P_{KLY}\left(\left(\frac{Y}{aL^\beta}\right)^{1/\alpha},\left(\frac{Y}{aK^\alpha}\right)^{1/\beta}, aK^\alpha L^\beta\right) d\left(\left(\frac{Y}{aL^\beta}\right)^{1/\alpha}\right) d\left(\left(\frac{Y}{aK^\alpha}\right)^{1/\beta}\right) d\left(aK^\alpha L^\beta\right),
\]

\[
Q(R|K, L) = Q(R),
\]

where $R$ is the rate of three variables $R = Y/aK^\alpha L^\beta$ and $a$ is a constant parameter. Quasi-inverse symmetry is a invariance of the system under the exchange of variables $aK^\alpha L^\beta \leftrightarrow Y$. 

\[\text{(5)}\]

\[\text{(6)}\]
The point of Eq. (5) is that the functional form of right-hand side $P_{KLY}$ is not different from the functional form of left-hand side. At the same time, infinitesimal volume elements, which were not taken into account in Ref.\textsuperscript{33}, must be associated with the PDFs.

In previous work, we clarified that Gibrat’s law and quasi-inversion symmetry in three variables $(K, L, Y)$ is the theoretical explanation why $(K, L, Y)$ data are well approximated by the Cobb-Douglas production function (4). In this discussion, one issue is the identification of the functional form of joint PDF $P_{KL}(K, L)$, which leads to power laws (1)–(3). To confirm the analytical result using empirical data, a transformation must be found that absolutely eliminates the correlation between $K$ and $L$. In previous works, the transformation was approximately estimated using the least square method applied to the mean values of the data that were divided into logarithmically equal sized bins.\textsuperscript{35} However, the resulting power-law indices did not follow the analytical results.

In this paper, using surface openness,\textsuperscript{36–38} which is used in landform classification, we determined the accurate transformation from a geomorphologic point of view and found that the estimated power-law indices numerically do follow the theoretical relations among power-law indices that were analytically obtained from $P_{KL}(K, L)$.

The rest of this paper is organized as follows. In Section 2, we determine the functional form of joint PDF $P_{KL}(K, L)$ from quasi-inverse symmetry and Gibrat’s law in three variables $(K, L, Y)$, both of which will be confirmed in Section 3. At the same time, power laws (1)–(3) are directly derived from $P_{KL}(K, L)$ and relations among the power-law indices are provided. In Section 3, we observe power laws, quasi-inverse symmetry, and Gibrat’s law of $(K, L, Y)$ using ORBIS, a commercially available firm-level worldwide data set compiled by Bureau van Dijk.\textsuperscript{39} Next, we confirm our analytical results in Section 2. What is important is the accurate determination of the transformation that completely eliminates the correlation between $K$ and $L$ with surface openness in landform classification. We numerically show that the new transformed variables are not only uncorrelated but also independent in the power-law region. Finally, in Section 4, we summarize our findings and discuss some additional issues.

2. Derivation of Power Laws from Quasi-inverse Symmetry and Gibrat’s Law in Three Variables

In this section, we review previous works\textsuperscript{31–33} and analytically discuss the identification of the functional form of $P_{KL}(K, L)$. As a result, the power laws of three valuables (1)–(3) are directly derived from quasi-inverse symmetry and Gibrat’s law in three variables through
\( P_{KL}(K, L) \) . At the same time, the three indices, \( \mu_K, \mu_L, \) and \( \mu_Y, \) are related to each other.

Quasi-inverse symmetry is also represented by using joint PDF \( P_{KLR}(K, L, R) \) as follows:

\[
P_{KLR}(K, L, R) dKdLdR = P_{KLR}\left( R^{1/\alpha} K, R^{1/\beta} L, R^{-1} \right) d\left( R^{1/\alpha} K \right) d\left( R^{1/\beta} L \right) d\left( R^{-1} \right) .
\]  (7)

We can rewrite Eq. (7) as

\[
P_{KLR}(K, L, R) = R^{1/\alpha+1/\beta-2} P_{KLR}\left( R^{1/\alpha} K, R^{1/\beta} L, R^{-1} \right) .
\]  (8)

From the definition of conditional PDF \( Q(R|K, L) = P_{KLR}(K, L, R)/P_{KL}(K, L) \), Eq. (8) is rewritten:

\[
\frac{P_{KL}(K, L)}{P_{KL}(R^{1/\alpha} K, R^{1/\beta} L)} = R^{1/\alpha+1/\beta-2} \frac{Q(R^{-1} | R^{1/\alpha} K, R^{1/\beta} L)}{Q(R | K, L)} = R^{1/\alpha+1/\beta-2} \frac{Q(R)}{Q(R)} .
\]  (9)

Here, Gibrat’s law (6) is used. The last term of Eq. (9) is only a function of \( R \) and is denoted by \( G(R) \). Therefore, we obtain

\[
P_{KL}(K, L) = G(R) P_{KL}(R^{1/\alpha} K, R^{1/\beta} L) .
\]  (10)

The definition of \( G(R) \) is different from the definition in Ref.\(^{33}\). Because infinitesimal volume elements in Eq. (7) or (5) were not taken into account in Ref.\(^{33}\)

By expanding the right-hand side of Eq. (10) for \( R \) around 1 (namely, \( R = 1 + \epsilon \) where \( \epsilon \ll 1 \)) we obtain a differential equation:

\[
G'(1)P_{KL}(K, L) + \frac{K}{\alpha} \frac{\partial}{\partial K} P_{KL}(K, L) + \frac{L}{\beta} \frac{\partial}{\partial L} P_{KL}(K, L) = 0 .
\]  (11)

Here, \( G'(\cdot) \) is a derivative of \( G(\cdot) \) with respect to \( R \). The incorrect description of \( G(R) \) in Ref.\(^{33}\) has been absorbed in the difference of the definition of \( G(R) \), then the resulting differential equation is the same form in Ref.\(^{33}\)

We show in the next section that variables \( K \) strongly correlate with \( L \), and therefore, they are not independent. To eliminate the correlation, we transform variables \( (K, L) \) to \( (Z_1, Z_2) \):

\[
\log_{10} Z_1 = \log_{10} k + \log_{10} l , \quad \log_{10} Z_2 = -\log_{10} k + \log_{10} l ,
\]  (12)

with

\[
\log_{10} k = \frac{\log_{10} K - m_K}{\sigma_K} , \quad \log_{10} l = \frac{\log_{10} L - m_L}{\sigma_L} .
\]  (13)

Next we introduce parameters \( m_K, m_L, \sigma_K, \) and \( \sigma_L \). We divide the power-law region of \( K \) and \( L \) into logarithmically equal sized cells and consider the topographic map by regarding the logarithm of the number of firms in a cell as its altitude. Parameters \( m_K \) and \( m_L \) are the mean values of the central coordinates of the cells that constitute the landform’s ridge. Parameters \( \sigma_K \) and \( \sigma_L \) are \( \sqrt{2} \) times of the standard deviations. In the next section, we describe them in
No correlation between $Z_1$ and $Z_2$ does not necessarily mean that they are independent variables. However, in the power-law region of $K$ and $L$, $Z_1$ and $Z_2$ are not only uncorrelated but also independent. This is numerically confirmed using empirical data. We will also describe them in detail in the next section.

The independence of the variables $Z_1$ and $Z_2$, which will be numerically confirmed in the next section, can be analytically explained as follows. Two variables $(K, L)$, the coordinate system of which has quasi-inverse symmetry $a_{KL}K^{\theta_1\theta_2} \leftrightarrow L$, are transformed into two variables $(k, l)$, the coordinate system of which has inverse symmetry $k \leftrightarrow l$. Note that the definitions of $k$ and $l$ are given in Eq. (13), and that $a_{KL}$ and $\theta_{KL}$ are constant parameters. Inverse symmetry is an invariance under the exchange of variables with respect to the line with its slope being $\pi/4$. Since Eq. (12) rotates the coordinate system by $-\pi/4$, the new variables $(Z_1, Z_2)$ must be independent. Also, the system $(Z_1, Z_2)$ has $Z_2 \leftrightarrow 1/Z_2$ symmetry.

By setting

$$\theta_1 = \frac{1}{2} (\sigma_k \alpha + \sigma_l \beta) \quad (14)$$

$$\theta_2 = \frac{1}{2} (-\sigma_k \alpha + \sigma_l \beta) \quad (15)$$

$K^\alpha L^\beta$ is reduced to $Z_1^{\theta_1} Z_2^{\theta_2}$ and quasi-inverse symmetry is rewritten as $Y \leftrightarrow a'Z_1^{\theta_1} Z_2^{\theta_2}$. Here, $a' (= 10^{a_{KL}+\log_{10}a})$ is a constant parameter. As a result, quasi-inverse symmetry and Gibrat’s law are similarly observed in the $(Z_1, Z_2, Y)$ coordinates. Therefore, using a similar discussion, the following partial differential equations are obtained:

$$G^+(1) P_{Z_1 Z_2}(Z_1, Z_2) + \frac{Z_1}{\theta_1} \frac{\partial}{\partial Z_1} P_{Z_1 Z_2}(Z_1, Z_2) + \frac{Z_2}{\theta_2} \frac{\partial}{\partial Z_2} P_{Z_1 Z_2}(Z_1, Z_2) = 0 \quad (16)$$

$$G^-(1) P_{Z_1 Z_2}(Z_1, Z_2^{-1}) + \left( \frac{Z_1}{\theta_1} \frac{\partial}{\partial Z_1} - \frac{Z_2^{-1}}{\theta_2} \frac{\partial}{\partial Z_2} \right) P_{Z_1 Z_2}(Z_1, Z_2^{-1}) = 0 \quad (17)$$

where $G_{\pm}(R) = R^{1/\theta_{1(\pm)2}} Q(R^{-1})/Q(R)$ and $R = Y/a'Z_1^{\theta_1} Z_2^{\theta_2}$. Equation (17) is obtained from $Z_2 \leftrightarrow 1/Z_2$ symmetry.

As mentioned above, $Z_1$ and $Z_2$ are independent variables. Therefore, with the variable separation method, solution $P_{Z_1 Z_2}(Z_1, Z_2)$ of Eqs. (16) and (17) is uniquely determined to be the product of the power-law functions of $Z_1$ and $Z_2$. This will be numerically verified in the next section. What is important here is that the power-law index of $Z_2$ for $Z_2 > 1$ is different from the index of $Z_2$ for $Z_2 < 1$. Therefore, the analytical solution is expressed as follows:

$$P_{Z_1 Z_2}(Z_1, Z_2) = C Z_1^{-\mu_1-1} Z_2^{-\mu_2-1} \text{ for } \log_{10} Z_2 > 0 \quad (18)$$
\[ P_{Z_1Z_2}(Z_1,Z_2) = C Z_1^{-\mu_1-1} Z_2^{\mu_2-1} \text{ for } \log_{10} Z_2 < 0, \tag{19} \]

with the conditions of variable separation \( \frac{\mu_1 + 1}{\theta_1} + \frac{\mu_2 + 1}{\theta_2} = G_\theta'(1) \). This solution satisfies \( Z_2 \leftrightarrow 1/Z_2 \) symmetry, namely, \( P_{Z_1Z_2}(Z_1,Z_2) = P_{Z_2Z_1}(Z_2,Z_1) \). In Ref.\(^3\), Eq. (18), which is valid for the case of \( \log_{10} Z_2 > 0 \), was only presented, because \( Z_2 \leftrightarrow 1/Z_2 \) symmetry was not discussed. In order to consider the case of \( \log_{10} Z_2 < 0 \), \( P_{Z_1Z_2} \) must be written by Eq. (19). This was suggested in Figs. 7 and 8 in Ref.\(^3\).

Note that Eqs. (18) and (19) continue to be a general solution to \( P_{Z_1Z_2}(Z_1,Z_2) = G(R)P_{Z_1Z_2}(R^{1/\theta_1} Z_1,R^{1/\theta_2} Z_2) \), even if \( R \) deviates substantially from \( R = 1 \), as long as \( Q(R) \) satisfies \( Q(R) = R^{-G_\theta'(1) + 1/\theta_1 \pm 1/\theta_2 - 2} Q(R^{-1}) = R^{-\mu_1/\theta_1 - \mu_2/\theta_2 - 2} Q(R^{-1}) \). Using the transformation of integration measure \( dZ_1dZ_2 = \left( \frac{\partial(Z_1,Z_2)}{\partial(K,L)} \right) dKdL = \frac{2}{\sigma_K \sigma_L} K^{-1} L^2 \theta Z \cdot \frac{1}{\gamma_1} dKdL \), \( P_{KL}(K,L) \) is expressed as follows:

\[ P_{KL}(K,L) = C_+ K^{\theta_k^+ - 1} L^{-\theta_k^- - 1} \text{ for } l > k, \tag{20} \]

\[ P_{KL}(K,L) = C_- K^{-\theta_k^-} L^{\theta_k^+ - 1} \text{ for } l < k. \tag{21} \]

Here,

\[ \theta_k^+ = \frac{\mu_2 - \mu_1}{\sigma_k}, \quad \theta_k^- = \frac{\mu_2 + \mu_1}{\sigma_k}, \tag{22} \]

\[ \theta_L^+ = \frac{\mu_2 + \mu_1}{\sigma_L}, \quad \theta_L^- = \frac{\mu_2 - \mu_1}{\sigma_L}. \tag{23} \]

Note that \( P_{KL}(K,L) \) is also the product of the power-law functions of \( K \) and \( L \), but variables \( K \) and \( L \) are not independent because the power-law indices for \( l > k \) are different from the indices for the case that \( l < k \).

By integrating \( P_{KL}(K,L) \) by \( L \) or \( K \), from the leading order terms, power-law functions \( K \) and \( L \) are obtained:

\[ P(K) = \int_0^\infty dL P_{KL}(K,L) \sim \left( \frac{C_+ a_{KL} \theta_L^+}{\theta_L^+} + \frac{C_- a_{KL} \theta_L^-}{\theta_L^-} \right) K^{-\frac{c_0}{\sigma_k}}, \tag{24} \]

\[ P(L) = \int_0^\infty dK P_{KL}(K,L) \sim \left( \frac{C_+ a_{KL} \theta_K^+}{\theta_K^+} + \frac{C_- a_{KL} \theta_K^-}{\theta_K^-} \right) L^{-\frac{c_0}{\sigma_L}}, \tag{25} \]

where \( \log_{10} a_{KL} = m_L - m_K \sigma_L / \sigma_K, \log_{10} a_{LK} = m_K - m_L \sigma_K / \sigma_L \). By comparing Eq. (1) with Eq. (24) and Eq. (2) with Eq. (25), the relations among power-law indices are found:

\[ \mu_K = 2 \frac{\mu_1}{\sigma_K}, \quad \mu_L = 2 \frac{\mu_1}{\sigma_L}. \tag{26} \]

At the same time, from the result in Refs.\(^40,41\), we conclude the following. Under quasi-inverse symmetry \( Y \leftrightarrow a^* Z_1^{\theta_1} Z_2^{\theta_2} \), Eqs. (18) and (19) imply that \( Y \) obeys power law (3) and
index $\mu_Y$ is identified as\textsuperscript{31,33}

$$\mu_Y = \min \left\{ \frac{\mu_1}{\theta_1}, \frac{\mu_2}{\theta_2} \right\}. \tag{27}$$

From the data analyses of various countries from 2004 to 2009, which are discussed in the next section, the relations among power-law indices are observed as $\mu_1/\theta_1 < \mu_2/\theta_2$, Eq. (27) is reduced to

$$\mu_Y = \frac{\mu_1}{\theta_1}. \tag{28}$$

Furthermore, by writing $A = Ra$, we can regard the definition of $R$ as the Cobb-Douglas production function (4). In this case, Gibrat’s law (6) guarantees that the distribution of total factor productivity $A$ does not depend on $K$ and $L$. Although we have made several corrections on the formulation in Ref.,\textsuperscript{33} the results there remain intact.

### 3. Data Analyses

In this section, an empirical analysis is carried out using the ORBIS database from 2004 to 2009 provided by Bureau van Dijk.\textsuperscript{39} First, we observe power laws, quasi-inversion symmetry, and Gibrat’s law in three variables ($K, L, Y$). After that, we confirm the analytical discussion of the previous section using tangible fixed assets $K$, number of employees $L$, and firm sales $Y$.

#### 3.1 Power Laws

Figures 1-3 show that the CDFs of $K, L, \text{ and } Y$ of Japanese firms in 2004 to 2009 obey power laws (1)-(3) in large scales that exceed certain size thresholds $K_0, L_0, \text{ and } Y_0$. On the one hand, we determine the lower bounds of power-law ranges $K_0, L_0, \text{ and } Y_0$ using the method in Ref.,\textsuperscript{42} which is a modified version of the method in Ref.\textsuperscript{43}. In this algorithm, the boundary between the power-law range and the log-normal range is detected with a statistical test.

The upper bounds of the power-law ranges are set at the top 0.1% of the data. The data in the power-law range between the upper and lower bounds are divided into logarithmically equal sized bins, and the power-law indices are estimated using the least square method, which is applied to the collective data in the bins.

#### 3.2 Quasi-inversion Symmetry

Let us observe quasi-inversion symmetry $Y \leftrightarrow aK^\alpha L^\beta$ among three variables ($K, L, Y$) in the power-law region determined in 3.1. In this paper, this is called the quasi-inversion
symmetry. Here, $a$, $\alpha$, and $\beta$ are the constant parameters that are identified as follows.

Figure 4 depicts a scatter plot between $K$ and $L$ of Japanese firms in 2008. As shown in Fig. 4, since we divide the power-law ranges of $K$ and $L$ into logarithmically equal sized bins, the power-law region is divided into cells enclosed by dashed lines. In each cell, we calculated the logarithmic mean of $Y$. By applying a least square method to the mean values of cells, we obtained a regression plane surface. By identifying the plane as the plane of the quasi-inverse symmetry, namely, $\log_{10} Y = \alpha \log_{10} K + \beta \log_{10} L + \log_{10} a$, values $a$, $\alpha$, and $\beta$ are estimated from the intercept and two components of the normal vector. For Japanese firms
in 2008, the values were calculated as $a = 68.3 \pm 1.1$, $\alpha = 0.36 \pm 0.02$, and $\beta = 0.70 \pm 0.02$.

With $a$, $\alpha$, and $\beta$ determined above, consider a scatter plot between $Y$ and $Y'(\equiv aK^\alpha L^\beta)$ (see Fig. 5). Quasi-inverse symmetry $Y \leftrightarrow Y'$ is observed by conducting a Kolmogorov-Smirnov test as follows. We first divide the range of $Y$ and $Y'$ into 18 bins of logarithmically equal size, given by $Y, Y' \in \left[10^{2.4+0.2(n-1)}, 10^{4+0.2n}\right], n = 1, 2, \cdots, 18$, as illustrated in Fig. 5. The null hypothesis, that two distributions $P\left(10^{2.4+0.2(n-1)}, 10^{4+0.2n}, Y\right)$ and $P\left(Y, 10^{2.4+0.2(n-1)}, 10^{4+0.2n}\right)$ are identical, cannot be rejected at the 5% significance level in the power-law range ($n \geq 10$ in Fig. 6).

Consequently, quasi-inverse symmetry $Y \leftrightarrow aK^\alpha L^\beta \left(K \leftrightarrow (Y/aL^\beta)^{1/\alpha}, L \leftrightarrow (Y/aK^\alpha)^{1/\beta}\right)$ is numerically confirmed in three valuables $(K, L, Y)$ and is expressed using joint PDF $P_{KLY}(K, L, Y)$ as Eq. (5).

### 3.3 Gibrat’s Law

We define the rate of three valuables $R = Y/aK^\alpha L^\beta$. The property, under which conditional PDF $Q(R|K, L)$ does not depend on $K$ and $L$, is called Gibrat’s law: Eq. (6). Figure 7 shows conditional PDFs $Q(R|K, L)$ of six blocks, which contain more than 50 data points $(K, L)$, out of 25 blocks in Fig. 4. The difference of the blocks corresponds to the difference of $(K, L)$. From Fig. 7, we observe that PDFs $Q(R|K, L)$ are identical. Therefore, in the power-law region, we confirmed Gibrat’s law.
Fig. 4. Scatter plot between $K$ (in thousands of US dollars) and $L$ of Japanese firms in 2008. Amount of data is 176,980. As an example, power-law ranges of $K$ and $L$ are divided into 5 logarithmically equal sized bins, and the power-law region is divided into 25 cells. Amount of data in the power-law region is 26,286.

Fig. 5. Scatter plot between $Y$ and $Y'(\equiv aK^\alpha L^\beta)$ of Japanese firms in 2008. Dashed lines indicate bins of $Y$ and $Y'$, given by $Y, Y' \in \left[10^{2.4+0.2(n-1)}, 10^{4+0.2n}\right], n = 1, 2, \cdots, 18$, respectively.

3.4 Ridge of KL Plane

$K$ and $L$ data points are scattered in the KL plane (see Fig. 4). To clearly comprehend the density, we divided it into logarithmically equal sized cells and expressed the amount of data points in the cells in the light and the shade (see Fig. 8). Consider the logarithm of a cell’s density as its height. Then the ridge is observed from the upper right to the lower left in the
**Fig. 6.** Null hypothesis that two distributions $P\left[10^{2.4+0.2(n-1)}, 10^{4+0.2n}\right]$, $Y'$ and $P(Y, 10^{2.4+0.2(n-1)}, 10^{4+0.2n})$ ($n = 1, 2, \cdots, 18$) are identical, cannot be rejected at the 5% significance level in the power-law range ($n \geq 10$). Vertical lines indicate lower bounds of $Y$ and $Y'$.

**Fig. 7.** Conditional PDFs $Q(R|K, L)$ of six blocks that contain more than 50 data points ($K, L$) out of 25 blocks in Fig. 4.

$KL$ plane. As the steepest-ascent line in the profit space, a ridge is discussed in Ref.**. In this paper, we determine the cells that constitute the ridge using the surface openness defined as follows.**

Figure 9 depicts the grid linked by the center points of the cells. From grid point $A$,
we counterclockwisely represent each azimuth as $D = 1, 2, \cdots, 8$. As shown in Fig. 10, the minimum zenith and nadir angles at grid point $A$ within distance $L$ in azimuth $D$ are represented by $D\phi_L$ and $D\psi_L$. Positive openness $\Phi_L$ is defined by the mean value of $D\phi_L$ along the eight azimuth, and negative openness $\Psi_L$ is the corresponding mean of $D\psi_L$. The surface openness is defined by the difference:

$$\Phi_L - \Psi_L = \frac{1}{8} \sum_{D=1}^{8} D\phi_L - \frac{1}{8} \sum_{D=1}^{8} D\psi_L . \tag{29}$$

The surface openness takes a negative value at the depressions and the valleys, zero at the level surface, the saddle point, and the uniform slope, and positive values at the ridge and the summit. In this analysis, by setting $L = 10$, we estimate the surface openness for each cell and extract the cells of the opennesses that exceed $0.8$. In Fig. 8, the cells in the power-law region are expressed by black dots.

![Fig. 8](image.png)

**Fig. 8.** To clearly comprehend the density of Fig. 4, we divide the $KL$ plane into logarithmically equal sized cells and express the number of data points in them in light and shade. Broken lines represent upper and lower bounds of power-law ranges of $K$ and $L$.

3.5 Independence of $Z_1$ and $Z_2$ and the Distributions

The black dots in Fig. 8 are the centers of cells $(\log_{10} K_i, \log_{10} L_i)$ that constitute the ridge in the power-law region of the $KL$ plane $(i = 1, 2, \cdots, N)$. Here, $N$ is number of cells which constitute the ridge. We signify the means and the $\sqrt{2}$ times of the standard deviations as
Fig. 9. Grid linked by center points of cells. From a grid point, we counterclockwisely represent each azimuth as \( D = 1, 2, \ldots, 8 \).

Fig. 10. Dots represent height of cells within distance \( L \) in azimuth \( D \). From grid point \( A \) within distance \( L \), we estimate zenith angles and denote the minimum as \( D\phi_L \). Similarly, the minimum nadir angle is expressed by \( D\psi_L \).

\[(m_K, m_L) \) and \((\sigma_K, \sigma_L)\), respectively as follows:

\[
m_K = \frac{1}{N} \sum_{i=1}^{N} \log_{10} K_i, \quad m_L = \frac{1}{N} \sum_{i=1}^{N} \log_{10} L_i,
\]

\[
\sigma_K = \sqrt{\frac{2}{N} \sum_{i=1}^{N} (\log_{10} K_i - m_K)^2}, \quad \sigma_L = \sqrt{\frac{2}{N} \sum_{i=1}^{N} (\log_{10} L_i - m_L)^2}.
\]

(30)

(31)

In Fig. 8, \( N = 39, m_K = 4.87, m_L = 2.78, \sigma_K = 1.10, \) and \( \sigma_L = 1.05 \). Using the parameters, Eq. (12) transforms all data \((\log_{10} K, \log_{10} L)\) into \((\log_{10} Z_1, \log_{10} Z_2)\). Figure 11 shows the
scatter plots between $Z_1$ and $Z_2$.

Variables $Z_1$ and $Z_2$, which were obtained by the transformation (12), are not only uncorrelated but also independent. To confirm the independence between $Z_1$ and $Z_2$, we divide the range of $Z_1$ into 15 logarithmically equal sized bins: $Z_1 \in [10^{1+0.2(n-1)}, 10^{1+0.2n}) \ (n = 1, \ldots, 15)$ as shown in Fig. 11. Conditional PDFs $P_{Z_1}(Z_2 \mid Z_1 \in [10^{-1+0.2(n-1)}, 10^{-1+0.2n}])$ are depicted in Fig. 12. The distributions for the different values of $n$ are almost identical. In fact, using the Kolmogorov-Smirnov tests, with the null hypothesis that, for any pair of 15 distributions, two distributions are identical cannot be rejected at the 5% significance level. $P_{Z_1}(Z_2 \mid Z_1) = P_{Z_2}(Z_2)$ is equivalent with $P_{Z_1,Z_2}(Z_1,Z_2) = P_{Z_1}(Z_1)P_{Z_2}(Z_2)$, and then the independence between $Z_1$ and $Z_2$ is confirmed numerically. At the same time, from Fig. 12, we also confirm $Z_2 \leftrightarrow 1/Z_2$ symmetry.

![Fig. 11. Scatter plots between $Z_1$ and $Z_2$ are transformed from $K$ and $L$ of Japanese firms in 2008. Thick vertical lines indicate upper and lower bounds of power-law range of $Z_1$. Thin vertical lines indicate bins of $Z_1$, given by $Z_1 \in [10^{-1+0.2(n-1)}, 10^{-1+0.2n}) \ (n = 1, \ldots, 15)$. Rhombus indicates corresponding power-law region of $K$ and $L$.](image)

### 3.6 Consistency of Power-law Indices

When variables $Z_1$ and $Z_2$ are independent, the solution of partial differential Eqs. (16) and (17) is uniquely determined to be the product of the power-law functions of $Z_1$ and $Z_2$. Figure 13 shows the CDF of $Z_1$, which is the numerical $Z_2$ integration of the scatter plots between $Z_1$ and $Z_2$. In the figure, the power law of $Z_1$ is observed in a range that corresponds to the power-law region of $K$ and $L$. 
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Figures 14 and 15 depict the CDFs of \( Z_2 \) and \( 1/Z_2 \), which are the numerical \( Z_1 \) integrations of the scatter plots between \( Z_1 \) and \( Z_2 \). In the figures, the power laws of \( Z_2 \) and \( 1/Z_2 \) are observed in the \( Z_2 > 1 \) and \( Z_2 < 1 \) ranges that correspond to the power-law region of \( K \) and \( L \), respectively. These features did not change in different years or in other countries.

From these observations, the power laws, which are the solution of Eqs. (16) and (17), are represented as Eqs. (18) and (19). For Japanese firms in 2008, the parameters in Eq. (27) are estimated as \( \mu_1 = 0.463 \pm 0.001, \mu_2 = 1.22 \pm 0.01, \mu_2' = 1.19 \pm 0.02, \theta_1 = 0.569 \pm 0.018, \) and \( \theta_2 = 0.171 \pm 0.018 \). Here, \( \mu_2' \) is an estimate from \( 1/Z_2 \) distribution. In this case, \( G_+(1) = 15.6 \pm 1.68, G_-(1) = 3.68 \pm 0.35, \) and \( \mu_1/\theta_1 + \mu_2/\theta_2 = 7.95 \pm 0.93 \). Using these parameters Eq. (27) is reduced to Eq. (28), and this feature also did not change in different years or in other countries.

Finally, let us numerically confirm the validity of Eqs. (26) and (28). Figures 16–18 represent the relations between \( \mu_K \) and \( 2\mu_1/\sigma_K, \mu_L \) and \( 2\mu_1/\sigma_K, \mu_Y \) and \( \mu_1/\theta_1 \) for ten countries from 2004 to 2009, except for years when the amount of data was not sufficient. Figures 16 and 17 show the validity of Eq. (26), and we also confirmed the validity of Eq. (28) from Fig. 18.

4. Conclusion

We directly observed quasi-inverse symmetry and Gibrat’s law of three variables: tangible fixed assets \( K \), number of employees \( L \), and sales \( Y \) of firms from all over the world. These
two laws in two variables have already been confirmed; however, the laws in three variables were directly observed for the first time.

From the laws, the partial differential equation of joint PDF $P_{KL}(K, L)$ is derived. To solve it, variables $K$ and $L$ must be transformed into independent variables. In a previous study, using the regression line derived from the least square method that was applied to the mean values in bins, we transformed the variables. However, this procedure was not sufficiently
Fig. 15. CDF of $1/Z_2$ for Japanese firms in 2008. Vertical broken lines indicate upper and lower bounds of power-law range of $1/Z_2$. Number of firms in range is 21,498.

Fig. 16. Relationship between $2\mu_1/\sigma_K$ and $\mu_K$ for ten countries from 2004 to 2009: Japan (JP, average number of observations, 146,658), France (FR, 352,755), Spain (ES, 443,179), Italy (IT, 204,139), United Kingdom (GB, 49,288), Portugal (PT, 222,924), Korea (KR, 67,967), China (CN, 188,161), Norway (NO, 54,887) and Germany (DE, 21,994). Dashed line represents $2\mu_1/\sigma_K = \mu_K$. Error bars are extremely small, so they are omitted.

accurate to confirm that the numerically estimated power-law indices follow the analytical results.

In this study, we applied the surface openness used in geomorphology and accurately identified the transformation from a geomorphologic point of view. As a result, the relations
Fig. 17. Relationship between $2\mu_1/\sigma_L$ and $\mu_L$ for ten countries from 2004 to 2009. Dashed line represents $2\mu_1/\sigma_L = \mu_L$. Error bars are extremely small, so they are omitted.

Fig. 18. Relationship between $\mu_1/\theta_1$ and $\mu_Y$ for ten countries from 2004 to 2009. Dashed line represents $\mu_1/\theta_1 = \mu_Y$. Error bars are extremely small, so they are omitted.

among power-law indices, whose observation was difficult, can be confirmed in empirical data. Consequently, we verified our analytical discussion and concluded that the functional form of $P_{KL}(K, L)$ is valid.

In our analyses, cells with surface openness over threshold 0.8 were extracted because they constitute the ridge of the $KL$ plane. To extract the cells systematically for each $KL$ plane, we should find the threshold value at which the cells, which constitute the ridge, decompose small clusters. We hope to address this task in the future.
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